Impurity-induced magnetic moments on the graphene-lattice Hubbard model: An inhomogeneous cluster dynamical mean-field theory study
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Defect-induced magnetic moments are at the center of the research effort on spintronic applications of graphene. Here, we study the problem of a nonmagnetic impurity in graphene with a new theoretical method, inhomogeneous cluster dynamical mean-field theory (I-CDMFT), which takes into account interaction-induced short-range correlations while allowing long-range inhomogeneities. The system is described by a Hubbard model on the honeycomb lattice. The impurity is modeled by a local potential. For a large enough potential, interactions induce local antiferromagnetic correlations around the impurity and a net total spin \( \frac{1}{2} \) appears, in agreement with Lieb’s theorem. Bound states caused by the impurity are visible in the local density of states (LDOS) and have their energies shifted by interactions in a spin-dependent way, leading to the antiferromagnetic correlations. Our results take into account dynamical correlations; nevertheless they qualitatively agree with previous mean-field and density functional theory (DFT) studies. Moreover, they provide a relation between impurity potential and on-site repulsion \( U \) that could in principle be used to determine experimentally the value of \( U \).
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I. INTRODUCTION

The unique properties of graphene [1,2] have been extensively studied during the last decade. They have important technological potential. Graphene is a good candidate material for spintronics because of its long-range room temperature spin transport [3–5], its high carrier mobility and gate-tunability [2,6].

Defect-induced magnetic moments are at the center of this research effort on spintronics. Because of electron-electron interactions, local magnetism can emerge around zigzag edges [7–9], nonmagnetic impurities, and vacancies [10,11]. Different geometries of defects have been studied using mean-field and first-principle simulations [12]. They have shown that different impurities should have (anti)ferromagnetic polarization if they are on the (opposite) same sublattice [11,13,14] due to the Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction [15].

In this paper, we focus on the physics of isolated nonmagnetic impurities. Localized states around such impurities have been predicted by analytic calculations [16–18] and by density functional theory [11] (DFT). The corresponding sharp peaks in the local density of states (LDOS) have been observed with scanning tunneling microscopy for vacancies on a graphite surface [19]. In addition, nonmagnetic impurities lead to magnetic correlations in their environment [10,11]. The net total spin of the atoms surrounding the impurity is \( \frac{1}{2} \), consistent with Lieb’s theorem [20]. This net spin has been observed consistently in many numerical simulations [10–12], and in experiments [21].

In addition to mean-field studies of models [10,11], DFT was used to simulate realistic impurities by taking into account lattice relaxation and the chemical nature of the impurity [11,22–27]. However, DFT does not include dynamical correlations. To remedy this, a dynamical mean-field theory (DMFT) [28–30] calculation of the effect of a single impurity in graphene has been performed by Haase et al. [31]. They found a ferromagnetic pattern around a single impurity that is quite different from previous mean-field or DFT calculations. These authors argue that an approach preserving correlations is necessary to account for Kondo physics, which cannot be simulated by mean-field theory. Here we test this hypothesis using an inhomogeneous extension of cluster DMFT (I-CDMFT) for the Hubbard model on the honeycomb lattice. In addition to using larger clusters, we relax the assumption made in Ref. [31] that the self-energy of the clusters surrounding the impurity cluster is the same as that of the system without the impurity. Instead, the self-energies are determined self-consistently and a very large supercluster of 114 sites is used.

This paper is organized as follows. After we introduce the model in the following section, we present in Sec. III the \( T \)-matrix formalism used to calculate the effect of a single impurity in an infinite lattice in the noninteracting limit. This simple calculation will be useful to interpret I-CDMFT results. In Sec. IV, the I-CDMFT technique is described in detail. The results of our simulations, presented in Sec. V and discussed in Sec. VI, support the mean-field conclusions.

II. MODEL

To study the combined effect of a local impurity and of interactions in graphene, we study the Hubbard model with nearest-neighbor hopping \( t \) and on-site repulsion \( U \). The impurity is modeled as a local, spin-independent potential \( \epsilon_0 \). The Hamiltonian is

\[
H = -t \sum_{\langle ij \rangle, \sigma} (c_{i, \sigma}^\dagger c_{j, \sigma} + \text{H.c.}) + U \sum_i n_i \sigma n_i \sigma - \mu \sum_i n_i \sigma - \epsilon_0 \sum_\sigma n_0 \sigma
\]

as considered in Ref. [31]. \( c_{i, \sigma}^\dagger \) is the graphene \( \pi \)-band creation operator for an electron of spin \( \sigma \) on site \( i \); the index \( i \) implicitly includes the lattice index \( m \) and the sublattice index \( \alpha = a, b \). When \( |\epsilon_0| \gg t \), it is equivalent to an unrelaxed vacancy-type
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Hamiltonian, which has been studied in Refs. [10,11] using a mean-field approach. We limit our simulations to half-filling, hence the chemical potential is $\mu = U/2$. All energy values are defined relative to the hopping amplitude $t$. Since there are two inequivalent sites on the graphene lattice with an impurity at site $i = 0$. Figure 1 shows the graphene lattice with an impurity at site $i = 0$. Note that this problem has $C_{3v}$ symmetry around the impurity. In this paper, we assume that the impurity resides on sublattice $a$.

III. NONINTERACTING CASE

Since the interesting physics appears in the limit $\epsilon_0 \gg U$, the $U = 0$ limit is important to interpret the results. In this noninteracting case, a simple analytic solution to the problem is possible. The technique presented here is the common $T$-matrix formalism, which has been extensively used in graphene impurity problems [17,18,32]. In this section, we focus on the noninteracting case, a simple analytic solution to the impurity system. The technique presented here is the common $T$-matrix formalism.

We know the Green function of pure graphene:

$$g^0_{mn}(\omega) = \frac{2}{N} \sum_{k} e^{-i(k \cdot r_m - k \cdot r_n)} g^0(k,\omega),$$

where $g^0(k,\omega)$ is the Green function of the pure graphene sheet. The three terms in $\phi_k$ correspond to the three nearest neighbors: the first is the hopping amplitude within the unit cell and the two exponentials refer to the hopping amplitudes to neighboring unit cells, separated by the basis vectors $a_1$ and $a_2$, respectively. In order to keep track of which site corresponds to which sublattice on which there is no impurity. Particle-hole symmetry, present at $\epsilon_0 = 0$, the deviation $\delta A_{ii}(\omega)$ becomes more important.

As we increase $\epsilon_0$, the deviation $\delta A_{ii}(\omega)$ comes from the first term of Eq. (5), is the pure graphene density of states, and $\delta A_{ii}(\omega)$, coming from the second term of Eq. (5), is the deviation caused by the impurity.

Figure 2 shows the evolution of $A_{ii}(\omega)$ as a function of the impurity potential, from $\epsilon_0 = 0$ to 10, for sites in the vicinity of the impurity site. The only difference between the curve associated to $\epsilon_0 = 0$ and the analytic density of states of graphene from Hobson and Nierenberg [33] comes from the Lorenzian broadening $\eta = 0.02$ used here. For $\epsilon_0 \gg 1$, a bound state appears slightly below the Fermi level ($\omega = 0$) and an antibound state appears at frequency $\omega \sim \epsilon_0$. Since $A_{ii}(\omega)$ is small near $\omega = 0$, these new poles can create very sharp features (localized states) near that frequency.
inhomogeneous systems that we introduce here. We finish by a short discussion of convergence issues.

A. CDMFT basics

Let us first review the basics of CDMFT \cite{34,35} for a homogeneous system \cite{36–39}. The method is based on a tiling of the infinite lattice by small, identical clusters, located at the sites of a superlattice. In the exact diagonalization method (ED-CDMFT), the repeated cluster is coupled to a small set of noninteracting orbitals (the “bath”), whose parameters are determined by a self-consistency condition that involves the cluster’s self-energy – obtained here from the exact diagonalization technique—and the infinite lattice, noninteracting Green function. The cluster-bath system used in this work is illustrated on Fig. 3. One easily sees that the cluster hybridization terms are indicated by colored links.

Note from Fig. 3 that \( \theta_{i,v,\sigma} \) is zero for \( i = 1,2 \) since there is only nearest-neighbor hopping in our model and bath sites are meant to represent the lattice environment of the cluster.

Our choice of cluster was guided by the possibility to surround the impurity site by three sites, in order to account for nearest-neighbor two-particle fluctuations, in a system small-enough to be solved repeatedly in a short time. Care must be taken in the parametrization of the bath sites in order to give this cluster enough degrees of freedom to represent the magnetic order we want to probe.

The Green function of the cluster, extracted from the Anderson impurity model \((13)\) when traced over the bath sites, takes the following general form as a function of complex frequency \( \omega \):

\[
G^{-1}(z) = z - t - \Gamma(z) - \Sigma(z),
\]

where the hybridization matrix \( \Gamma(z) \) is

\[
\Gamma_{i,j,\sigma}(z) = \sum_{\nu} \theta_{i,v,\sigma}^{\dagger} \theta_{j,v,\sigma} \frac{1}{z - \epsilon_{v,\sigma}}.
\]

We use a boldface matrix notation for the cluster Green function and related quantities: each cluster orbital (defined by site and spin) is associated with a row or column of the matrix. In this work, all matrices are diagonal in spin, since no spin-flip terms are present in \( H \), even though the matrices associated with \( \sigma = 1 \) and \( -1 \) will be different. Using the same notation, the Green function on the infinite lattice, \( G(\mathbf{k},z) \), is specified by a frequency \( z \) and a wave vector \( \mathbf{k} \) belonging to the Brillouin zone of the superlattice (the reduced Brillouin zone). The basic CDMFT approximation is to replace the full lattice self-energy by the computed, \( \mathbf{k} \)-independent, cluster self-energy \( \Sigma(z) \). The lattice Green function is then approximated by

\[
G^{-1}(\mathbf{k},z) = G_0^{-1}(\mathbf{k},z) - \Sigma(z),
\]

where \( G_0(\mathbf{k},z) = z - t \mathbf{k} \) is the noninteracting Green function, but expressed in a mixed matrix/reduced wave-vector
form [36]. In this form, \( t(\mathbf{k}) \) is composed of two different parts:

\[
t(\mathbf{k}) = t_c + \delta t(\mathbf{k}),
\]

where \( t_c \) is the hopping amplitude matrix within the cluster (it does not depend on \( \mathbf{k} \)) and \( \delta t(\mathbf{k}) \) contains the hopping amplitudes between clusters. The bath parameters are determined by a self-consistency condition stating that the cluster Green function \( G'(z) \) can also be obtained from the lattice Green function (15) by a Fourier transform:

\[
G'(z) = \bar{G}(z) \quad \text{where} \quad \bar{G}(z) = \frac{N_c}{N} \sum_{\mathbf{k}} G(\mathbf{k}, z)
\]

\((N \text{ is the total number of sites in the system and } N_c \text{ the number of sites on a cluster})\). That condition cannot be satisfied exactly with the exact diagonalization technique, because the small number of bath orbitals does not provide enough parameters for the condition to be satisfied at all frequencies. Instead, the bath parameters appearing in \( \Gamma(z) \) are chosen so as to minimize the following distance function:

\[
d = \sum_{\mu, \nu} |(G'^{-1}(i\omega_n) - \bar{G}^{-1}(i\omega_n))_{\mu\nu}|^2. \tag{18}
\]

The sum is carried on the imaginary axis using Matsubara frequencies \( \omega_n = 2\pi n / \beta \) up to a cutoff \( \omega_n = 2 \). We use a small “fictitious” temperature \( \beta = 50 \) for this sum, even though the cluster Green function is computed numerically at zero temperature. The variational parameters are all contained in the bath hybridization \( \Gamma(\omega) \).

In practice, the ED-CDMFT procedure follows this workflow. (1) Initial trial values of the bath parameters are chosen. (1) The ED is performed and the cluster Green functions \( G'(z) \) is computed, as well as the associated self-energy \( \Sigma(z) \), from Eq. (13). The ED provides a representation of \( G'(z) \) for any complex frequency \( z \). (3) The lattice Green function (15) is computed with the same self-energy as above, and it is then projected onto the cluster, giving \( G \) defined in Eq. (17). (4) The bath parameters are updated by minimizing the distance function (18). (In that expression \( G \) is pre-computed, the self-energy \( \Sigma \) is considered fixed, whereas the hybridization function (14) is varied. Typically, the Powell minimization technique is used at this step. (5) One goes back to step 2, until the bath parameters (or \( \Gamma \)) converge.

Using ED-CDMFT with the cluster in Fig. 3 (thus no impurity), we obtain an AFM transition at \( U_c \approx 2.8 \). This is less than the value \( U_c \approx 3.9 \) obtained from quantum Monte Carlo simulations [40]. The accuracy in \( U_c \) improves with cluster size, but we are limited in this respect because to the exponential growth of the Hilbert space with cluster size. Obtaining an accurate \( U_c \) is not that important, as long as we stay in the range \( U < U_c \), since we know that graphene is a semimetal and not an antiferromagnet.

### B. Inhomogeneous CDMFT

From previous mean-field calculations, we know that antiferromagnetic correlations arising from the impurity go well beyond nearest neighbors [10, 11]. In order to isolate the magnetism resulting from a single impurity, and at the same time avoid edge effects, we repeat the impurity periodically, i.e., we define a superlattice with a large unit cell. That unit cell is, however, too large for the exact diagonalization solver to manage. We therefore assemble it from a number of smaller clusters; in other words, we define a large supercluster composed of 19 independent six-site clusters, as defined on Fig. 4. We place one impurity on the middle cluster. The supercluster, along with the impurity, is repeated according to the superlattice vectors shown on Fig. 4.

We then use an inhomogeneous extension of CDMFT, similar to inhomogeneous DMFT, [41] but using clusters instead of single sites in order to account for short-range, two-particle fluctuations. We refer to this extension as I-CDMFT. Although we consider the specific case presented on Fig. 4, keep in mind that the formalism here is very general and can be applied to any supercluster.

The basic approximation of I-CDMFT is to replace the lattice self-energy matrix by a direct sum of the self-energy matrices of each independent cluster. Since the \( M \) clusters within the supercluster are different, we need to consider explicitly the Green function matrix for the supercluster, expressed as follows:

\[
G^{-1}(\mathbf{k}, z) = z - t(\mathbf{k}) - \Sigma(z)
\]

where we use blackboard bold symbols for matrices having the dimensions of the supercluster. Equations (19) is analogous to Eq. (15), but here \( t(\mathbf{k}) \) and \( \Sigma(z) \) are the hopping and self-energy matrices for the supercluster, built from the cluster hopping matrices \( t_{AB}(\mathbf{k}) \) and self-energy matrices \( \Sigma_{AB}(z) \) (the indices \( A, B = 1, \ldots, M \) label the different clusters). Note that the matrix \( \Sigma(z) \) is block diagonal. Each self-energy \( \Sigma_{AB}(z) \) comes from the exact diagonalization procedure carried out independently on each cluster. On the other hand, \( t(\mathbf{k}) \) is composed of two different parts:

\[
t(\mathbf{k}) = t_{sc} + \delta t(\mathbf{k}). \tag{20}
\]
This is analogous to Eq. (16), but $\mathbf{k}$ is the reciprocal vector of the larger supercluster defined in Fig. 4. $t_{sc}$ includes all intra-supercluster hopping terms and thus does not depend on $\mathbf{k}$. Therefore $\delta t(\mathbf{k})$ includes only inter-supercluster hopping terms.

The superlattice Green function projected on a single supercluster is

$$\bar{G}(z) = \frac{N_c}{N} \sum_{\mathbf{k}} G(\mathbf{k}, z), \quad (21)$$

where $N_c = 114$ is the number of sites on the supercluster. The projection on a single cluster $A$ is the $A$th diagonal block of $\bar{G}(z)$, noted $G^A_A(z)$. This is the quantity that replaces the $\bar{G}$ of ordinary CDMFT [Eq. (17)]. Like before, an approximate self-consistency is obtained by minimizing the distance function:

$$d = \sum_A \sum_{\mu\nu} |(G^{i-1}_A(i\omega_n) - \bar{G}^{-1}_A(i\omega_n))_{\mu\nu}|^2. \quad (22)$$

where $G^A_A$ is the Green function of cluster $A$ computed from Eq. (13). Note that the hybridization functions $\Gamma^A_A(z)$—and hence the bath parameters—of the different clusters influence each other through the self-consistency condition because of the matrix inversions required to compute $\bar{G}$.

C. Convergence issues

To take into account both the impurity and interaction within the same simulation, we solve the complete supercluster in Fig. 4 using I-CDMFT. The variational parameters are the 32 hybridization terms ($\theta_{\sigma\sigma}$) and the eight bath energies ($\epsilon_{\nu\sigma}$) of Eq. (12), for each cluster. At each iteration of the CDMFT procedure, a total of $40 \times 19 = 760$ parameters is available to converge the CDMFT procedure in order to obtain a solid starting solution for the next step.

V. I-CDMFT RESULTS

We first present the results for the semimetallic phase in the presence of interactions but without impurity. The more general case follows.

A. Without impurity ($\epsilon_0 = 0$)

The LDOS $A_{ii}(\omega)$ for $U = 2$ and no impurity ($\epsilon_0 = 0$) is compared to the noninteracting solution ($U = 0, \epsilon_0 = 0$) on Fig. 5. At low energies ($|\omega| \lesssim 1.5$), the LDOS from CDMFT is similar to the analytic LDOS without interaction. The van Hove singularities are shifted towards lower frequencies and have a smaller amplitude, but most of the low-energy physics is the same. At higher energies, there is a broadening of the band and sharp features appear. The former is to be expected, but the latter are an artefact of the finite-size of the cluster, a limitation of the exact diagonalization method. Indeed, the number of bath sites attached to the cluster is small, hence the energy spectrum is discrete, far from that of a continuous bath. The higher-energy physics is less accurate and we will therefore focus on the low-energy physics in the following discussion. Note that the interaction does not increase the Fermi velocity around the Fermi level. An increase of the Fermi velocity is observed only when nearest-neighbor or longer-range interactions are added [42–45]. The shift of van Hove singularities is consistent with other DMFT studies of graphene [46].

B. With impurity ($\epsilon_0 \neq 0$)

We next consider the combined effect of interactions with a large impurity potential $\epsilon_0$. The I-CDMFT solution shows a

There is a small number of stable minima and one can easily identify which ones are not physical through symmetry considerations. It is recommended to first impose constraints between the 760 variational parameters to obtain a first guess of the solution and to relax these constraints afterwards. In order to converge, it is necessary to start from a trial point not too far from the solution. A known CDMFT solution for a particular parameter set ($U, \epsilon_0$) in Eq. (1) constitutes a good guess for a slightly different parameter set. Using this approach, we can sweep the whole parameter space. At each step, we must fully converge the CDMFT procedure in order to obtain a solid starting solution for the next step.

FIG. 4. (Color online) The supercluster used in this work. The bath sites of each of the 19 six-site clusters are hidden for clarity. The superlattice basis vectors are indicated with the green arrows. Intercluster links are the brown dotted lines.

FIG. 5. (Color online) Density of states for the noninteracting case (blue, exact) and $U = 2$ (red, CDMFT) in the absence of impurity. A Lorenzian broadening $\eta = 0.05$ was used.
local magnetization around the defect. The magnetization on site $i$ can be probed by this operator:

$$\hat{S}_i = \frac{1}{2} \sum_{\sigma = \pm 1} \sigma n_{i\sigma}$$  \hspace{1cm} (23)$$

and is represented on Fig. 6. There is a local antiferromagnetic moment around the impurity site. The resulting antiferromagnetic pattern has been observed in other theoretical studies of the vacancy defect in graphene using mean-field [10,47] or density functional theory [11]. The 120$^\circ$ rotation symmetry is not exactly found in our solution since both the cluster and the supercluster do not have that symmetry. However, the adjustable bath parameters manage to restore it almost completely. Most of the features observed in the mean-field approach are found here.

Sublattices $a$ and $b$ have opposite spin polarizations, except at the impurity site. Since $\epsilon_0$ is finite, this site is partially occupied. It has the same spin-polarization as its nearest neighbors. The AFM order is enhanced because the impurity is periodically repeated.

We can define operators $\hat{M}$ and $\hat{S}$ that measure the lattice-averaged AFM order parameter per site $\langle \hat{M} \rangle$ and the total spin $\langle \hat{S} \rangle$:

$$\hat{M} = \frac{1}{N_c} \left( \sum_{i,a} \hat{S}_i - \sum_{i,b} \hat{S}_i \right), \quad \hat{S} = \sum_i \hat{S}_i.$$  \hspace{1cm} (24)$$

Lattice averages of operators defined in second quantization $\hat{O} = \sum_{ij} O_{ij} c_i^\dagger c_j$ are [48]

$$\langle \hat{O} \rangle = \text{Tr}[\hat{O} \hat{G}]$$  \hspace{1cm} (25)$$

where $\hat{G}$ is the Green function on the supercluster and the trace involves (1) a sum over supercluster sites, (2) an average over wave vectors in the reduced Brillouin zone and (3) an integral over frequencies, taken along the imaginary axis [39,49].

$\langle \hat{M} \rangle$ and $\langle \hat{S} \rangle$ are plotted on Fig. 7 as a function of the impurity potential $\epsilon_0$ for different $U$. For every $U$, there is no apparent order for $\epsilon_0$ lower than a critical value ($\epsilon_{0,c}$). At $\epsilon_{0,c}$, the net spin takes the value $\langle \hat{S} \rangle = 1$ and then grows stronger with $\epsilon_0$. For $\epsilon_0$ higher than a threshold value ($\epsilon_{0,v}$), the resulting magnetic state reaches the value $\langle \hat{S} \rangle = \frac{\pi}{4}$ for the total spin. This is in perfect agreement with Lieb’s theorem [20]. This theorem states that, on a bipartite lattice, the total spin of the ground state of the repulsive Hubbard model is $\frac{\pi}{4}$, times the difference in the number of atoms of the two sublattices. Hence the plateau in $\langle \hat{S} \rangle$ at $\epsilon_0 \geq \epsilon_{0,v}$, is the signature of the magnetic state obtained for a vacancy defect. The kink in $\langle \hat{M} \rangle$ at $\epsilon_{0,v}$ is also a signature that the impurity then behaves as a vacancy. Both $\epsilon_{0,c}$ and $\epsilon_{0,v}$ define a unique $U$, as shown in the inset of Fig. 7.

To gain insight into the physics, we present results for the LDOS. Figure 8 compares the LDOS for the noninteracting case (panels (a) and (d) at the top) with the I-CDMFT results (bottom panels), for the neighboring sites of the impurity. The middle panel data (b) and (e) can be obtained either from the $T$-matrix formalism with the impurity repeated with the superlattice vector of Fig. 4, or from I-CDMFT if we set $U=0$. We show this LDOS to identify the effect of impurity repetition. The main effect of this repetition is to add oscillations and enhance the impurity amplitude. The color of each LDOS curve is a function of the distance from the impurity. The insets show the relation between color and position. Without interaction, all the sites at the same distance of the impurity are equivalent and have the same LDOS, due to the $C_{3v}$ symmetry. This symmetry should remain even for finite $U$, but as seen on the bottom panels, the LDOS from different sites at the same distance (same color) of the impurity are
FIG. 8. (Color online) LDOS for sublattice $a$ (left panels) and for sublattice $b$ (right panels) for sites in the vicinity of the impurity. The impurity is on one of the sites of sublattice $a$. The distance from the impurity is color coded: the insets define the colors associated with each position around the impurity (black square). The LDOS for sites closer to the impurity is darker. [(a) and (d)] LDOS calculated from the $T$-matrix formalism presented in section III with $\epsilon_c = 11$. [(b) and (e)] LDOS calculated with I-CDMFT, but without interactions ($U = 0, \epsilon_c = 11$). [(c) and (f)] LDOS calculated with I-CDMFT and interactions ($U = 2, \epsilon_c = 11$) for both up and down spin as indicated on the figure. A Lorenzian broadening $\eta = 0.05$ is used and the sign of the LDOS is reversed for spin down in the lower panels.

slightly different. This is because the cluster and supercluster do not have $C_{3v}$ symmetry.

The bottom panels, (c) and (f), of Fig. 8 show that adding interactions spontaneously breaks time-reversal symmetry, as shown on Fig. 6. The LDOS for spin down is plotted upside down to allow easier comparison with the spin up results. Because the spin-down bound state in Fig. 8(f) is shifted to higher frequencies, it eventually crosses the Fermi level ($\omega = 0$) and becomes partly unoccupied, contrary to the spin-up bound state. This bound state spin imbalance is at the origin of the enhanced magnetism on sublattice $b$, i.e., the sublattice without impurity. Effectively, only sites on sublattice $b$ have this bound state and the concomitant enhanced spin-polarization. Since there is no bound state on sublattice $a$, the spin polarization there comes entirely from the band distortion, which differs for spins up and down. This distortion in LDOS can be observed directly on the bottom panel of Fig. 8, but it is easier to observe if we plot the difference between spin-up and spin-down density of states. This LDOS difference, summed over the 57 different sites of the same sublattice of our supercluster, is shown on Fig. 9 for each sublattice. The integrated area up to the Fermi level corresponds to the spin polarization of each sublattice. There is a contribution from band distortion on both sublattices. Note that the enhanced spin polarization resulting from the bound state on sublattice $b$ is reduced by the sum over the sites on

FIG. 9. (Color online) Difference between the density of states for spin-up and spin-down for sublattices $a$ (blue) and $b$ (red). Each curve is the sum of the LDOS over all sites of a given sublattice within the supercluster (57 sites for each sublattice). The shading represents the sum over frequencies up to the Fermi level and highlights the contribution of each sublattice to the spin polarization.
this figure. For sites very close to the impurity, the bound state spin polarization dominates over the band distortion for this sublattice. The spin polarization on sublattice $b$ is therefore stronger than on sublattice $a$, as observed on Fig. 6.

An animated version of Fig. 8 along with Figs. 6 and 7 can be obtained online [50]. Each frame of the animation corresponds to different values of $\epsilon_0$, which range from 0.0 to 14.8. The 760 converged variational parameters, obtained from the 1-CDMFT solution, used to generate this animation, can also be obtained online [51].

VI. DISCUSSION

It has long been realized that impurities may help reveal underlying interactions in an otherwise featureless metallic state [52]. Our study confirms previous results that even if $U$ is not large enough to lead to an antiferromagnetic state, nonmagnetic impurities can antiferromagnetically polarize their environment in the semimetallic phase and lead to a net spin 1/2. Although the symmetry cannot be spontaneously broken for a single impurity, the antiferromagnetic correlations discussed in this paper can be revealed, for example, in NMR experiments because the small applied magnetic field selects a direction for the net spin.

How impurities on one sublattice lead to antiferromagnetic correlations can be qualitatively understood as follows. Antiferromagnetism naturally arises in graphene due to the perfect nesting of Dirac cones. As discussed in Refs. [10,52,53], the spin susceptibility diverges because at half-filling ($\mu = U/2$) there is perfect nesting for the wave vector $\mathbf{Q} = (0,0)$, corresponding to intra unit cell antiferromagnetic fluctuations, hence the Lindhard function is logarithmically divergent for that wave vector, namely,

$$\chi_{\text{AFM}}(\mathbf{Q}) \sim \rho(0) \ln \left( \frac{W}{T} \right),$$

where $\rho(0)$ is the density of states at the Fermi level, $W$ is the bandwidth (here $W = 6\epsilon$) and $T$ is the temperature. In an RPA expression, this result would imply that for a sufficiently low temperature, the susceptibility would diverge for arbitrarily small $U$. However, since $\rho(0) = 0$ in pure graphene, one in fact needs a finite critical $U_c$ to observe antiferromagnetism. In our model, increasing the potential of the impurity $\epsilon_0$ brings the bound state closer to the Fermi level (Fig. 2). Hence, with the addition of an impurity, the density of state around the Fermi level becomes finite, thereby revealing the nesting instability. For a critical value of the impurity potential $\epsilon_0 = \epsilon_c$, the RPA spin susceptibility diverges and antiferromagnetism appears. Since for a larger $U$ the RPA susceptibility diverges for a smaller value of $\rho(0)$, the threshold value of $\epsilon_0$ decreases with increasing $U$, consistent with Fig. 7.

While the environment of the impurity is antiferromagnetically correlated, one clearly sees from Fig. 6 that when the local potential $\epsilon_0$ is finite, in other words when the impurity site not completely empty, the impurity site itself is ferromagnetically correlated with its neighbors. This agrees with the DMFT results of Ref. [31] that we set out to verify, but only for the nearest-neighbors. In that paper [31], they considered a cluster containing the impurity site and only one of its nearest neighbor that they attached to an environment whose baths were those of the infinite system. The LDOS on the impurity (present on sublattice $a$) contains the bound state responsible for the enhanced spin polarization of sublattice $b$. Since the impurity site is the only site on sublattice $a$ where this bound state is strong enough to dominate the spin polarization, it is the only site of sublattice $a$ that has the same spin polarization as sublattice $b$. The residual resonance on the impurity site is then responsible for the ferromagnetic correlation of the impurity and its nearest neighbors. For every other site, sublattices $a$ and $b$ have opposite spin polarizations. This is not captured by the approach of Ref. [31] that does not allow the bath on clusters beyond nearest neighbors to adjust to the presence of the impurity cluster. Our choice of cluster within the supercluster was motivated by the desire to have the impurity connect to all its nearest neighbors directly on the cluster and not only through the self-consistency relation. The need for the supercluster itself is clear when one notices that it is necessary to leave to the $a - b$ spin polarization on the impurity-containing cluster the freedom to be different from the $a - b$ spin polarization on other clusters.

It is important to impose periodic boundary conditions on the supercluster even if this means periodically repeating the impurity. Some tests have been done on superclusters of similar sizes or larger with open boundary conditions. It was found that edge magnetism [9] dominates over impurity magnetism. In the periodic scheme, a smaller supercluster implies a higher concentration of impurities. A 42-site supercluster made from the seven clusters at the center of Fig. 4 was also tested and the resulting magnetic pattern was similar, albeit with stronger antiferromagnetism far from impurity. A supercluster of 114 sites may seem excessive and time consuming at first, but the need to include more than one cluster is highlighted by our results. The size of the Hilbert space is exponential (4n for one cluster) but the time spent on the exact diagonalization is linear in the number of clusters and is easily parallelized. With the geometry considered in Fig. 4, the computational bottleneck lies in the matrix inversions (19) needed for each term in the wave vector sums implied in Eqs. (21) and (25). The cost of this inversion is polynomial with complexity $O(N^3)$ but the calculation can also be parallelized between different wave vectors.

While one of the main results of this work is that mean-field arguments qualitatively capture the correct magnetic correlations induced by nonmagnetic impurities in graphene, a second important result is the relation between the on-site interaction $U$ and the threshold values $\epsilon_{0,c}$ and $\epsilon_{0,v}$. This relation could be used to design an experiment to measure how $U$ changes in graphene when screening is modified by different substrates. Indeed, both values $\epsilon_{0,c}$ and $\epsilon_{0,v}$ define a very sharp transition region between the paramagnetic phase and the vacancy-type AFM phase where $\langle \hat{S} \rangle = \frac{1}{2}$. Since this relation is monotonic, determining either $\epsilon_{0,c}$ or $\epsilon_{0,v}$ is sufficient to obtain an estimate of $U$. Since the critical value $U_c$ is renormalized by long-wavelength fluctuations, our values of $U$ are too small, but we expect that the dependence of $U$ on impurity potential should still be monotonic and linear, as in the inset of Fig. 7. To our knowledge, there is no report of this observation in previous theoretical studies of graphene impurities, but it should be observable also in mean-field calculations. A DFT+U approach could be used for more realistic predictions.
In summary, we developed the I-CDMFT technique and applied it to the problem of a nonmagnetic impurity in graphene. This method takes into account electron-electron interactions (dynamical correlations) exactly within small clusters. Our results are consistent with the $T$-matrix treatment and previous mean-field calculations. They have all the key signatures: (1) the net spin $\frac{1}{2}$ at strong impurity potential imposed by Lieb's theorem, (2) bound states in the LDOS, and (3) the correct antiferromagnetic pattern around the impurity. Our work could be straightforwardly extended to study the effect of doping and its influence on Kondo-like screening. This study not only supports previous results on this problem but also benchmarks our new I-CDMFT technique for studying impurity problems while correctly taking into account short-range dynamical correlations. In the future, I-CDMFT could be used to study the effect of impurities in systems where these dynamical correlations produce more important effects, such as high-temperature superconductors, Mott insulators or spin liquids.
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