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After twenty years of effort, definitive quantum oscillations that could be used to map the Fermi surface were
finally observed in a high-temperature cuprate superconductor in 2007. This and subsequent studies reveal a
profound rearrangement of the Fermi surface in underdoped cuprates. The cause of the reconstruction, and its
implication for the origin of high-temperature superconductivity, is a subject of active debate.

Subject Areas: Superconductivity

Introduction

In crystalline lattices, the conduction electrons form
waves, known as Bloch states, characterized by a mo-
mentum vector k [1]. The defining characteristic of met-
als is the surface in momentum space that separates oc-
cupied from unoccupied states. This “Fermi” surface
may seem like an abstract concept, but it can be mea-
sured and its shape can have profound consequences
for the thermal, electronic, and magnetic properties of
a material [2].

In the presence of an external magnetic field B, elec-
trons in a metal spiral around the field direction, and
within a semiclassical momentum-space picture, orbit
around the Fermi surface. Physical properties, such as
the magnetization, involve a sum over these orbits, with
extremal orbits on the Fermi surface, i.e., orbits with
minimal or maximal area, dominating the sum [Fig.
1(a)]. Upon quantization, the resulting electron energy
spectrum consists of Landau levels separated by the cy-
clotron energy, which is proportional to the magnetic
field. As the magnetic field causes subsequent Landau
levels to cross through the Fermi energy, physical quan-
tities, such as the magnetization or resistivity, oscillate
in response. It turns out that the period of these oscilla-
tions, when plotted as a function of 1/B, is proportional
to the area of the extremal orbit in a plane perpendic-
ular to the applied field [Fig. 1(b)]. The power of the
quantum oscillation technique is obvious: By changing
the field direction, one can map out the Fermi surface,
much like a blind man feeling an elephant.

The nature and topology of the Fermi surface in high-
Tc cuprates has been debated for many years. Soon after
the materials were discovered by Bednorz and Müller
[3], it was realized that superconductivity was obtained
by doping carriers into a parent insulating state [4]. This
insulating state appears to be due to strong electronic
correlations, and is known as a Mott insulator. In the
case of cuprates, the electronic interactions force the
electrons on the copper ion lattice into a d9 configura-

FIG. 1: (a) Extremal orbits on a warped Fermi cylinder for two
different magnetic field orientations. (b) Quantum oscillations
of the skin depth in underdoped YBCO as a function of the
magnetic field strength (Note: Oscillations are periodic only
when plotted against 1/µ0H) and (c) their Fourier transform.
The latter reveals three closely spaced frequencies (in kilotesla)
arising from orbits on small Fermi cylinders as in (a). (Credit:
Adapted from S. E. Sebastian et al.[50] and B. J. Ramshaw et
al.[54])

tion, with one localized hole in the 3d shell per copper
site. Given the localized nature of this state, it was ques-
tioned whether a momentum-space picture was an ap-
propriate description of the physics of the cuprates. In
fact, this question relates to a long-standing debate in
the physics community: Since the parent state is also an
antiferromagnet, one can, in principle, map the Mott in-
sulator to a band insulator with magnetic order [5]. In
this “Slater” picture, Mott physics is less relevant than
the magnetism itself. It is therefore unclear which of the
two, magnetism or Mott physics, is more fundamentally
tied to superconductivity in the cuprates.

In the next section, we examine early efforts to
perform quantum oscillation experiments to map the
cuprate Fermi surface, and then the considerable suc-
cess of photoemission spectroscopy in addressing this
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challenge. This will be followed by a discussion of the
recent state-of-the-art quantum oscillation experiments
in cuprates that reveal a profound reconstruction of the
Fermi surface, a finding that theorists are just beginning
to comprehend.

Early efforts

Since superconductivity is an instability of the normal
state, the Fermi surface in the normal state should pro-
vide clues regarding the pairing mechanism, and in the
case of the cuprates, have some bearing on the debate
over whether the Mott or Slater picture is most appro-
priate, as well. Hence within a few years of the Bednorz-
Müller discovery, there was much interest in what quan-
tum oscillation measurements would reveal, and sev-
eral such experiments appeared [6–8]. These were done
on YBa2Cu3O6+y (YBCO) at an oxygen concentration
where the superconducting transition temperature was
the highest (y ∼ 1). Surprisingly, these studies revealed
the presence of a small Fermi pocket, much smaller than
the large holelike Fermi surface predicted by param-
agnetic band theory [9]. The best known of these ex-
periments was done at Los Alamos [6], and involved
measuring the magnetization of the sample while ex-
plosively compressing a magnetic flux onto the sample,
resulting in its ultimate destruction. But in a pointed cri-
tique, a group at the University of Bristol reanalyzed the
data and demonstrated that the oscillations were more
periodic in time than in 1/B [10]. As a consequence,
this line of endeavor died out.

ARPES

Efforts to map the Fermi surface by quantum oscil-
lations were replaced by angle-resolved photoemission
spectroscopy, known as ARPES, where one measures
the electrons ejected from a sample due to incident pho-
tons [11]. Photoemission has a long history, and in fact
it was Einstein’s explanation of the photoelectric effect
that garnered him his Nobel Prize. It was many years
later, though, that C. N. Berglund and W. E. Spicer [12],
among others, realized that photoemission could actu-
ally be used to map out the dispersion of the electronic
states as a function of momentum, and therefore the
Fermi surface itself. Moreover, photoemission provides
a direct map of the Fermi surface, and therefore has ad-
vantages over the quantum oscillation technique where
one has to guess where the centers of the extremal orbits
are at, usually with the help of band theory. Photoemis-
sion, though, suffers from a number of problems. It is
a surface sensitive probe (and thus sensitive to surface
reconstruction), and as a consequence, it directly maps
only the momentum components parallel to the surface.
The third component has to be determined by sweeping

the photon energy. Moreover, it has poorer resolution
than the quantum oscillation technique.

At about the time the early oscillation experiments
were being carried out, Juan Carlos Campuzano’s group
at Argonne National Laboratory reported the observa-
tion of the cuprate Fermi surface by photoemission [13].
They found a large Fermi surface consistent with band
structure calculations. Although not completely ac-
cepted at that time because of the relatively poor data
quality, in subsequent years, this result has been con-
firmed in great detail using samples with higher quality
surfaces [14, 15]. Moreover, the advent of advanced de-
tectors, and the use of lasers as a light source, has greatly
enhanced the resolution of photoemission, to the point
where it is now one of the key probes of cuprates and
other strongly correlated electron materials. What these
later ARPES studies have revealed is that as the dop-
ing is reduced towards the insulating phase, the large
Fermi surface does not remain intact, but breaks up into
patches that look like arcs (Fig. 2).

In the superconducting state, of course, the Fermi sur-
face is gapped, leading to isolated gapless points in mo-
mentum space due to the nodes of the d-wave order
parameter [16]. Most interestingly, though, the Fermi
surface was also found to break apart in the so-called
“pseudogap” phase above the superconducting critical
temperature Tc. From the phase diagram [Fig. 2(a)], the
pseudogap appears to be connected with the Mott insu-
lator at zero doping, and this has been emphasized in
numerous studies [17, 18]. Early on, the pseudogap was
known as the “spin” gap since it was first observed by
nuclear magnetic resonance that measures the spin sus-
ceptibility [19]. Subsequently, though, it was seen in a
number of charge probes as well, such as the infrared
conductivity [20]. But its observation by photoemission
qualitatively changed the field [21]. In its initial obser-
vation by ARPES, it appeared as if the Fermi surface
were truncated, though at the time, the authors were
cautious whether this represented a true reconstruction
of the Fermi surface into small pockets or not. If it were
pockets, then some kind of density-wave reconstruction
of the Fermi surface might be its origin, since doping an
antiferromagnetic insulator should lead to small pockets
centered at the (π/2, π/2) points of the Brillouin zone.
This was exactly the region of the zone where gapless
behavior was observed by ARPES.

But studies shortly after this revealed that the same
d-wave-like energy gap seen in the superconducting
phase persisted into the pseudogap phase [22, 23]. This
led to the subsequent observation that the truncated
Fermi surface (the “arcs” shown in Fig. 2) were tem-
perature dependent, collapsing to nodes below Tc, and
recovering the full Fermi surface above T∗, the tem-
perature above which the pseudogap vanishes [24]. A
natural explanation of these findings would be that the
pseudogap phase was simply a precursor to the super-
conducting phase, with preformed Cooper pairs, but no
long-range phase coherence [25]. But the question re-
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FIG. 2: (a) Phase diagram of the cuprates. At low carrier dop-
ing, one has an antiferromagnetic insulator, at higher dopings,
a d-wave superconductor. T∗ is the temperature below which
an energy gap appears, marking the pseudogap phase. (b)
ARPES intensity at the Fermi energy for a doping of 0.1, show-
ing a “Fermi arc.” The red curve encloses an area equal to the
oscillation frequency observed in the Hall resistance of under-
doped YBCO. (c) ARPES intensity at the Fermi energy for a
doping of 0.25, showing a large Fermi surface instead. The
red curve is the prediction of paramagnetic band theory, and
its area matches a subsequent oscillation study on overdoped
Tl2201. (Credit: Adapted from N. Doiron-Leyraud et al.[26])

mained whether these Fermi “arcs” were simply one
side of a small pocket, with the other side perhaps in-
visible because of low intensity due to “coherence” fac-
tors associated with the mixing of states k and k + Q in
a density wave with ordering vector Q.

Quantum oscillations redux

This is where matters more or less stood when, in
2007, the first definitive magnetic oscillations on under-
doped YBCO were reported by the group of Louis Taille-
fer [26]. These measurements were made possible by the
beautiful crystals, grown by the British Columbia group,
that were carefully tuned in doping to form a highly
ordered composition known as the ortho-II phase [27].
As with the earlier oscillation studies [6–8], Taillefer’s
group observed a small pocket. But this time, there was
little doubt that they reflected the Fermi surface. Subse-

quent work has shown a wonderful consistency of the
oscillations with the predictions of semiclassical theory
[2], including periodicity in 1/B [28]. If one dopes an
antiferromagnetic insulator, the result should be small
hole pockets centered at the (π/2, π/2) points (Fig. 2),
and they indeed suggested this as a possible explanation
of their results. One side of these pockets would then be
the “Fermi” arcs observed by photoemission [29].

Interestingly, this initial observation of oscillations
was in the Hall resistance, which was found to be neg-
ative—a surprise. The metallic phase is formed by dop-
ing holes, not electrons, into the insulator, and therefore
previous Hall studies had mostly seen a positive Hall
number. There were two exceptions. Just below Tc at
low fields, a negative value was sometimes observed
that was attributed to a contribution from the super-
conducting vortices [30]. It has been suggested that the
negative sign is due to charge accumulation in the vor-
tex cores [31]. On the other hand, the oscillation studies
were done at low temperatures and high fields, a very
different regime. Of more direct relevance, a negative
Hall signal had been observed in the past near a dop-
ing of x = 1/8 [32]. This is the doping where stripes
can be stabilized in certain cuprates [33]. In the stripe
picture, the doped holes segregate into one-dimensional
rivers of charge, separated by undoped antiferromag-
netic regions [34]. These ideas led to another study by
Louis Taillefer’s group, where they asserted that the ob-
served pocket was not a hole pocket, but rather an elec-
tron one, centered near k = (π, 0) [35]. Subsequent
work discovered that the Hall resistance is negative in
a dome centered at x = 1/8, consistent with it being as-
sociated with stripes [36]. Motivated by Ref. [35], such
electron pockets were indeed found in theoretical calcu-
lations involving a magnetic stripe potential with a pe-
riodicity consistent with x = 1/8 [37]. Similar results
hold for other periodicities [38, 39]. Interestingly, these
pockets were absent when only a charge potential was
considered [37]. Other explanations were put forward
as well. Commensurate Q = (π, π) antiferromagnetism
gives rise to electron pockets, but with much larger hole
pockets present as well [40]. d-density wave order also
leads to similar pockets [41].

But there was another group of ideas. This is con-
nected with earlier suggestions that the pseudogap is a
continuation of the superconducting state. Although it
is clear that the measurements have mostly been done
above the resistive upper critical field of the sample,
it is quite possible that a “vortex liquid” phase per-
sists to much higher fields. It has been suggested that
the oscillations are set by the vortex separation, which
would then have an oscillation period that scales as
1/B1/2 [42, 43]. But this was disproved by subsequent
oscillation studies that revealed a clear 1/B dependence
over a broad field range [28]. Still, the presence of vor-
tices could lead to other interesting effects, even in the
presence of density-wave ordering [44].

Since the initial results of Ref. [26], there have been
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FIG. 3: Suggested model of the Fermi surface of underdoped
YBCO, based on the quantum oscillation study shown in Fig.
1, with a warped electron cylinder near k = (π, 0) and two un-
warped hole cylinders near k = (π/2, π/2). (Credit: Adapted
from S. E. Sebastian et al.[50])

a number of other quantum oscillation studies. Oscilla-
tions have been seen for several dopings in YBCO near
y = 0.5, and also in the related stochiometric compound
YBa2Cu4O8 [45]. Oscillations have been seen in the lon-
gitudinal resistance, the magnetization, the skin depth,
and even in the specific heat [46]. Three closely spaced
frequencies have now been resolved, with the middle
one having the dominant amplitude [47] (Fig. 1). The
initial explanation was that these were due to c-axis
warping of two bilayer split cylinders (YBCO having
two CuO planes per unit cell), but recently this has been
challenged by the Cambridge group, who assert that (i)
the bilayer splitting is suppressed by antiferromagnetic
coupling between the two planes of the bilayer [48]), (ii)
the warping is only present on the electron pocket due
to the strong k dependence of the c-axis hopping [49],
and (iii) the central dominant frequency actually arises
from a hole pocket centered near (π/2, π/2) [50] (Fig.
3). They suggested that the equivalence of the electron
and hole pocket areas leads to an excitonic instability of
the Fermi surface, explaining why they had observed
a disappearance of the oscillations for dopings below
y = 0.49, along with a strong mass renormalization of
the carriers as they approached this critical doping [51].
If, though, the dominant frequency were the electron
pocket, as previously suggested, then its disappearance
below y = 0.49 could be due to a Lifshitz transition,
where the electron pockets (each separated the ordering
wave vector Q) touch at a critical doping and the orbits
become open in the Brillouin zone [36, 39].

There were two other observations of the Cambridge

group that have been equally interesting. First, they ob-
served a larger frequency with a value about 3.14 times
larger than the dominant frequency in some (but not
all) of their samples [52]. So far, this frequency has not
been reported by other groups, but has obvious impli-
cations, since only a larger hole pocket would be con-
sistent with the required Luttinger count of the occu-
pied Fermi-surface area matching the observed doping
[50]. Of perhaps even greater interest was their lack of
observation of “spin zeros” [53], which was confirmed
in greater detail in a later study [50]. Such zeros are
due to interference of the orbits from Zeeman-split Lan-
dau levels. Their lack of observation would be consis-
tent with a spin-density wave (SDW) state if the spins
were aligned perpendicular to the field as typically oc-
curs in an antiferromagnet, which tends to quench the
Zeeman splitting. A subsequent study by the British
Columbia group, though, has claimed that spin zeros do
exist based on the nontrivial dependence of the oscilla-
tion amplitude on the angle the magnetic field makes
with the sample [54]. Ramazashvili [55], following an
earlier study of Kabanov and Alexandrov [56], has sug-
gested that this debate can be used to resolve the issue of
the location of the pockets. Hole pockets in this “trans-
verse” SDW state should have no Zeeman splitting, but
no such symmetry protects the electron pockets. Nu-
merical studies have indicated that the electron pock-
ets have their Zeeman splitting strongly reduced in the
transverse case as well [57]. The upshot is that if the
Cambridge group is correct, then one has a transverse
SDW, but the pockets could be either holes or electrons.
On the other hand, if the British Columbia group is cor-
rect, one either has a longitudinal (or canted) SDW, or a
nonmagnetic state like a d-density wave.

So far, no oscillations have been seen beyond about
y = 0.69 [58], presumably due to sample quality. How-
ever, in overdoped Tl2Ba2CuO6+δ (Tl2201), the large
Fermi surface predicted by paramagnetic band theory
has been observed [59]. The results seem more or
less consistent with Fermi-liquid theory [60]. But this
leaves a large doping range spanning the optimal doped
regime where no magnetic oscillations have yet been
reported. Obviously, finding oscillations in this range
is of some importance if one wants to understand in
detail how the large Fermi surface breaks up upon re-
ducing the doping into the pseudogap region. And
although the attention here has been devoted to hole-
doped cuprates, recently, quantum oscillations have
also been seen in their electron-doped counterparts [61].

Connection to ARPES and neutron
scattering data

As can be imagined, the observation of quantum os-
cillations has, in turn, had an impact on subsequent
photoemission studies. A hole pocket centered at
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(π/2, π/2) was claimed, based on ARPES studies of
La1.48Nd0.4Sr0.12CuO4 [62], consistent with Q = (π, π)
ordering, though their nonstructural interpretation is
somewhat controversial since this Q is also a Bragg vec-
tor of the low-temperature orthorhombic crystal struc-
ture of this material. A possible incipient hole pocket
was inferred in underdoped Bi2Sr2CaCu2O8+δ based
on the particle-hole asymmetry of the ARPES spectra
near the tips of the Fermi arcs above Tc [63], though
they found symmetric behavior near the antinode where
the large Fermi surface crosses the zone boundary near
k = (π, 0). This motivated their speculation that a den-
sity wave and pairing gap might coexist. A definitive
small hole pocket was subsequently observed in under-
doped Bi2Sr2CaCuO6+δ by Zhou’s group [64], which
they claimed to coexist with a longer “arc,” though this
arc might simply be an extension of the pocket due to
broadening. Interestingly, the backside of the pocket has
constant intensity around it, which is not what would
be expected based on density wave coherence factors,
making one wonder, as well, about a structural expla-
nation for the pocket. If it is of electronic origin, the Q
vector needed to reproduce the pocket location would
be a diagonal vector of the form Q = (q, q), quite dif-
ferent from the Q = (π, q) vector seen in stripe-ordered
compounds. Other groups find different results, includ-
ing a d-wave energy gap, even for heavily underdoped
nonsuperconducting compounds [65].

Regardless, if electron pockets do exist, they pose a
number of issues. All ARPES groups are in agreement
that a pseudogap exists in a large region of the zone
around k = (π, 0), which is exactly where electron
pockets would be if they exist (Fig. 3). Now, magnetic
oscillations have been seen in s-wave superconductors
well below the upper critical field where superconduc-
tivity disappears [66]. This means that oscillations can
exist even in the presence of an energy gap. Still, one
would expect a reduced oscillation amplitude as a con-
sequence of the gap, which has not been reported yet.
Of even bigger concern is that neutron scattering does
not reveal the presence of density-wave order at zero
field for any doping where oscillations have been re-
ported. On the other hand, such order does appear if
a field is applied [67]. This raises the question whether
the Fermi surface reconstruction is “field-induced,” or
whether it is “field-revealed”; the latter meaning that
superconductivity needs to be suppressed to reveal the
true pseudogap state. It should also be remembered that
the low-field–high-temperature phase being probed by
ARPES could well be different from the high-field–low-
temperature phase probed by quantum oscillations [68].

Central to all of these questions is the nature of the
pseudogap phase. Symmetry breaking below T∗ has
been reported by polarized neutron studies [69]. They
are consistent with a Q = 0 magnetic state that is not a
ferromagnet. This is at odds with the dominant view of
the oscillations that they are due to density-wave recon-
struction of the Fermi surface into small pockets caused

by a finite Q vector. Moreover, superconductivity is also
a Q = 0 order parameter. Although diamagnetic fluctu-
ations do not exist all the way up to T∗ [70], it is quite
possible that the pairs themselves exist up to T∗. This is
consistent with some interpretations of ARPES data in
the pseudogap phase as being due to a pairing gap [71].
Quantum oscillation studies could perhaps address this
question by pushing into the lower field regime and
comparing oscillations below the resistive upper critical
field to those above.

Conclusion

So, what does this all have to do with the origin of
high-temperature superconductivity? Superconductiv-
ity is an instability of the normal state, and the normal
state from which it emerges over much of the phase di-
agram is the pseudogap phase. If the latter were a spin-
density, or related, state [72], one might expect that su-
perconductivity had something to do with magnetic cor-
relations. But a Q = 0 order parameter [69], such as
the circulating current phase proposed by Varma [73],
would point to quite different physics. Moreover, there
is the intriguing observation of broken rotational sym-
metry below T∗ from recent studies of the Nernst effect
[74]. Understanding why the oscillations disappear for
dopings below y = 0.49 [51], and observing oscillations
for y > 0.69 [58], could help tremendously in sorting
out the origin of the pseudogap phase, its relation to
high-temperature superconductivity, and perhaps, ulti-
mately, resolve the famous Mott-Slater debate.
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