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Superconducting fluctuations, upper critical field Hc2, and the origin of the Tc dome
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The Nernst effect was measured in the electron-doped cuprate superconductor Pr2−xCexCuO4

(PCCO) at four concentrations, from underdoped (x = 0.13) to overdoped (x = 0.17), for a wide
range of temperatures above the critical temperature Tc. A magnetic field H up to 15 T was used
to reliably access the normal-state quasiparticle contribution to the Nernst signal, Nqp, which is
subtracted from the total signal, N , to obtain the superconducting contribution, Nsc. As a function
of H, Nsc peaks at a field H? whose temperature dependence obeys H?

c2 ln(T/Tc), as it does in a
conventional superconductor like NbxSi1−x. The doping dependence of the characteristic field scale
H?

c2 – shown to be closely related to the upper critical field Hc2 – tracks the dome-like dependence of
Tc, showing that superconductivity is weakened below the quantum critical point where the Fermi
surface is reconstructed, presumably by the onset of antiferromagnetic order. Our data at all dopings
are quantitatively consistent with the theory of Gaussian superconducting fluctuations, eliminating
the need to invoke unusual vortex-like excitations above Tc, and ruling out phase fluctuations as the
mechanism for the fall of Tc with underdoping. We compare the properties of PCCO with those of
hole-doped cuprates and conclude that the domes of Tc and Hc2 vs doping in the latter materials
are also controlled predominantly by phase competition rather than phase fluctuations.

PACS numbers: 73.50.Lw, 74.25.fg

I. INTRODUCTION

Cuprate superconductors have attracted enormous at-
tention because they hold the record for the highest crit-
ical temperature Tc, which can be as high as 164 K –
halfway to room temperature.1 As a function of doping,
Tc displays a dome-like dependence, reaching a maximal
value at some optimal doping. A fundamental question
is: Why does Tc not continue to rise with underdoping?
A long-held scenario is that the pairing strength (and su-
perconducting gap magnitude) does continue to rise, but
the critical temperature Tc for long-range coherence falls
because of increasingly strong fluctuations in the phase
of the superconducting order parameter.2 So the underly-
ing strength of superconductivity would become greater
than suggested by the maximal (optimal) value of Tc,
and finding ways to increase phase rigidity could further
increase the maximal Tc.

The main experimental support for this phase fluctu-
ation scenario came from the observation of a sizable
Nernst signal above Tc in underdoped cuprates such as
La2−xSrxCuO4 (LSCO).3,4 The Nernst effect – the trans-
verse thermo-electric response to a magnetic field – is
large in the vortex-liquid state of type II superconduc-
tors, due to the motion of vortices.5 Consequently, the
observation of a large Nernst signal well above Tc in
hole-doped cuprates was attributed to short-lived vor-
tex excitations above Tc.

3 In this picture, Cooper pairs
with a finite gap in their excitation spectrum survive to
temperatures as high as T ' 3 Tc. Defining the upper
critical field Hc2 needed to suppress superconductivity as
the field where the Nernst signal vanishes, Hc2 was found
to increase with underdoping, and this was taken as evi-

dence of a rising gap.6 A paradigm was born: while the
superconducting gap and the upper critical field increase
with underdoping, Tc decreases due to phase fluctuations.

In recent years, it was shown that the three basic as-
sumptions underlying this interpretation of the Nernst
response in cuprates are invalid. The first assump-
tion was that the quasiparticle contribution to the mea-
sured Nernst signal, Nqp, is negligible, so that all of
the signal can be attributed to superconducting fluctu-
ations. It has since become clear that Nqp can in fact
be large in a variety of strongly correlated metals,7 in-
cluding cuprates.8 For example, Nernst measurements
in YBa2Cu3Oy (YBCO) and HgBa2CuO4+δ (Hg1201)
reveal a large negative Nqp, easily disentangled from
Nsc because its sign is opposite to that of the supercon-
ducting signal.9–13 In these materials, Nqp starts to grow
below the pseudogap temperature T ?, and it becomes
comparable in magnitude to Nsc at Tc. In the electron-
doped material PCCO, the two contributions are again
readily resolved, even though both are positive in this
case, because Nqp exhibits a peak at high temperature
while Nsc peaks at Tc, which is relatively low in this
material.14,15 A similar two-peak structure is observed
in the hole-doped material La2−x−yEuySrxCuO4 (Eu-
LSCO).8 In LSCO, the material on which the early stud-
ies were based, Nqp(T ) is very similar to that of Eu-
LSCO, but, because Tc is higher in LSCO, its peak now
merges with the peak in Nsc(T ), and hence the two con-
tributions are more difficult to disentangle.8

The second assumption is that Nsc(H) vanishes above
Hc2. Nernst measurements on the conventional super-
conductor NbxSi1−x have revealed that a superconduct-
ing signal can persist to fields as high as H ' 4 Hc2 (and
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to temperatures as high as T ' 30 Tc).
16,17 This coun-

tered the notion that superconducting fluctuations do
not exist above Hc2. The third assumption was that
fluctuations which persist up to 2-3 Tc cannot be the
usual Gaussian fluctuations of the superconducting or-
der parameter, and hence these were attributed to un-
usual vortex-like excitations. In 2009, two groups ar-
rived at a complete theory of Gaussian fluctuations in a
dirty 2D superconductor, extending earlier work18 to ar-
bitrary temperatures and fields.19,20 This theory was able
to explain in detail and quantitatively the NbxSi1−x data,
proving that standard fluctuations can indeed persist up
to T � Tc and H � Hc2.

The failure of these three assumptions and the advent
of the new theoretical framework imposed a complete re-
examination of the Nernst effect in cuprate superconduc-
tors. This started with a study of the hole-doped cuprate
Eu-LSCO, in which Nsc(T,H) was shown to behave in
the same way as it does in NbxSi1−x and to agree with
Gaussian theory.21 The characteristic field H?

c2 extracted
directly from the data – which we show here to be ap-
proximately equal to Hc2 – was found to be very low in
the underdoped regime. The authors also re-analyzed the
published Nernst data on other hole-doped cuprates to
show that H?

c2 in fact decreases with underdoping,21 in
contrast to the prior report of an increasing Hc2.6 How-
ever, because the Eu-LSCO study was limited to dopings
on the underdoped side of the Tc dome, it did not allow
for the ultimate test: to compare the nature of supercon-
ducting fluctuations on the two sides of the dome, and
see whether there is a fundamental difference, or not.

In this Article, we report a study of superconducting
fluctuations in the electron-doped cuprate PCCO that
extends across the phase diagram, allowing us to com-
pare both sides of the dome. This cuprate offers a major
advantage in that its critical magnetic field at all dopings
is low enough that fluctuations can be fully suppressed by
applying only 15 T, thereby allowing a careful extraction
of the underlying quasiparticle contribution, Nqp. This
is essential for a detailed analysis of Nsc. We find that
Nsc obeys Gaussian fluctuation theory quantitatively –
compelling evidence that fluctuations in this cuprate are
not unusual, on either side of the dome.

We extract H?
c2 directly from the Nsc data and find

that it tracks Tc as a function of doping, with H?
c2 and

Tc both showing a dome that peaks at the same critical
doping. This doping is where the Fermi surface of PCCO
is known to undergo a reconstruction,22 due to the onset
of a competing phase that breaks translational symme-
try, presumably antiferromagnetic order.23 We conclude
that superconductivity in electron-doped cuprates weak-
ens below optimal doping not because of superconduct-
ing phase fluctuations but because of phase competition.
Comparing with the properties of hole-doped cuprates,
we argue that the same conclusion applies for hole-doped
materials.

II. PREVIOUS WORK

The Nernst effect in PCCO has been measured pre-
viously, on thin films with 0.13 ≤ x ≤ 0.19.14,15,24 A
sizable Nsc was detected above Tc in underdoped sam-
ples, but not in overdoped samples. As a result, Gaus-
sian theory was ruled out and the signal was attributed
to phase fluctuations which go away with overdoping. In
our study, an improved signal-to-noise ratio and a higher
magnetic field allow us to clearly reveal Nsc in the over-
doped regime. We find that there is in fact no qualitative
difference between overdoped and underdoped behavior.
For x ≤ 0.15, our data our consistent with previous data.

III. METHODS

We measured four Pr2−xCexCuO4−δ thin films to cover
underdoped (x = 0.13, 0.14), optimally doped (x =
0.15), and overdoped (x = 0.17) compositions. The epi-
taxial thin films with [001] orientation were grown by
pulsed laser deposition on LSAT substrates using Cu-rich
targets to eliminate parasitic phases.25

Typical sample dimensions are 3×2 mm, with a thick-
ness of 3000 Å. The Nernst effect was measured using one
heater, one differential thermocouple, and one absolute
thermocouple.26 We used non-magnetic type E thermo-
couples made of chromel and constantan wires. Resistiv-
ity measurements were performed in a Quantum Design
PPMS. The electrical and thermal currents were applied
along the basal plane of the tetragonal crystal structure,
and the magnetic field was always applied perpendicular
to the basal plane, i.e. along the c axis. The critical
temperature Tc is defined as the temperature where the
resistivity goes to zero; the values are listed in Table I.

TABLE I. Fundamental parameters of superconducting
PCCO, as a function of electron concentration x: critical
temperature Tc, defined as the temperature below which the
resistance is zero at H = 0; Hvs(0), the zero-temperature
value of the vortex-solid melting field Hvs(T ), defined
as the magnetic field below which the resistance is zero;
characteristic magnetic field scale H?

c2, obtained from the
superconducting Nernst signal above Tc (see Eq. 4).

x Tc Hvs(0) H?
c2

(K) (T) (T)
0.13 8.8 ± 0.3 3.4 ± 0.3 2.1 ± 0.2
0.14 17.4 ± 0.1 10.1 ± 0.5 4.3 ± 0.3
0.15 19.5 ± 0.1 8.9 ± 0.4 5.4 ± 0.3
0.17 13.4 ± 0.1 3.0 ± 0.2 3.0 ± 0.3
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FIG. 1. In-plane resistivity of PCCO as a function of
temperature for our four thin film samples. The data at
H = 0 show the superconducting transition and the data
at H = 15 T show the normal-state behavior. For all samples
except x = 0.17, ρ(T ) exhibits a minimum, at a temperature
Tmin (shown here for x = 0.13; green arrow). Below Tmin,
ρ(T ) rises as T → 0, a signature of Fermi-surface reconstruc-
tion.

IV. RESULTS

A. Resistivity, Tc and Tmin

Figure 1 displays the resistivity data, ρ vs T , for our
four samples, at H = 0 to show the superconducting
transition and at H = 15 T to show the normal state
behavior. The Tc values are plotted in Fig. 2. As in all
cuprate superconductors, Tc has a characteristic dome-
like dependence on doping. Except at x = 0.17, all
normal-state resistivity curves ρ(T ) show a minimum,
at a temperature Tmin which increases with decreasing
x. Fig. 2 shows the doping evolution of Tmin, seen to
extrapolate to zero at x = 0.16. This is also the critical
doping where the normal-state Fermi surface of PCCO at
T → 0 is known to undergo a reconstruction, detected as
a sudden change in the Hall coefficient RH, going from
small and positive at x > 0.16 to large and negative
at x ≤ 0.16.22,27 It is attributed to the quantum crit-
ical point (QCP) below which some ordered phase sets
in, at xc = 0.16 (in the absence of superconductivity).
The Fermi surface reconstruction (FSR) is also responsi-
ble for the upturn in ρ(T ) at low T . The resistivity at
x = 0.17 is strictly linear in T below 40 K, in agreement
with previous reports.28,29 The absence of any upturn
shows that x = 0.17 is above the critical doping xc; the
linearity shows that it is close to the QCP. In Sec. V A,
we elaborate on the QCP and the FSR, phenomena that
are fundamental for understanding the superconducting
phase diagram.
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FIG. 2. Temperature-doping phase diagram of PCCO,
showing the superconducting dome delineated by the zero-
field critical temperature Tc (black circles). Also shown is
Tmin (red squares), the temperature at which the resistivity
ρ(T ) has a minimum (see Fig. 1). The red line is a linear
fit to the Tmin data, extrapolated to T = 0 (open square).
The corresponding doping, xc = 0.16, is the quantum critical
point below which the Fermi-surface reconstruction onsets,
in agreement with the critical doping where the normal-state
Hall coefficient RH at T → 0 exhibits a sharp drop to negative
values.22
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FIG. 3. Vortex-solid melting lines as a function of temper-
ature, plotted as Hvs(T ) vs T/Tc, for dopings as indicated.
Hvs(T ) is the field below which the sample resistance is zero
(full circles). Solid lines are fits to Eq. 1, used to extrapolate
Hvs(T ) to T = 0 and obtain Hvs(0), whose value is listed
in Table I. The open circle in the top right panel marks the
value of the upper critical field Hc2 obtained from thermal
conductivity data at x = 0.15 (see Fig. 4).
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FIG. 4. Thermal conductivity κ as a function of magnetic
field H, measured at T = 0.2 K on a single crystal of PCCO
with x = 0.15 (Tc = 20 K) (data from ref. 32). The saturation
of κ vs H marks the end of the vortex state, providing a direct
measurement of the upper critical field Hc2, defined as the
field above which vortices disappear,31 giving Hc2 = 8± 1 T.

B. Vortex solid melting field Hvs

Having displayed the doping dependence of the critical
temperature Tc, we now turn our attention to a second
fundamental quantity, the critical magnetic field needed
to suppress superconductivity. We call Hvs(T ) the criti-
cal field above which the electrical resistance of the sam-
ple ceases to be zero. In a type-II superconductor like
PCCO, this is in fact the field at which the vortex solid
melts, hence the labeling. We measured the resistivity
of our PCCO films at different temperatures below Tc to
track the temperature dependence of Hvs at each doping.
The resulting field-temperature phase diagram is shown
in Fig. 3. At all dopings, Hvs has the typical behavior of
cuprate superconductors, with positive curvature.

Above the Hvs(T ) line, the electronic state is a vor-
tex liquid. The question of where this vortex liquid
ends in cuprates has been the subject of much debate.30

Recently, it was shown that measurements of the ther-
mal conductivity can be used to answer that question.31

In three hole-doped cuprates, it was found that there
is no vortex-liquid phase at T → 0. In other words,
with decreasing field, at T = 0, vortices appear precisely
at Hvs(0). This provides a convenient empirical proce-
dure for determining the upper critical field Hc2, namely
Hc2 = Hvs(0). Of course, with increasing temperature,
the vortex-liquid phase grows.

To extrapolate to T = 0, we use the standard expres-
sion for the temperature dependence of Hvs(T ):33–35√

bm(T )

1− bm(T )

t√
1− t

[
4(
√

2− 1)√
1− bm(T )

+ 1

]
=

2πc2L√
Gi

, (1)
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FIG. 5. Resistivity of our PCCO sample with x = 0.17. The
critical temperature is defined as the temperature where the
zero-field data (red) goes to zero: Tc = 13.4 K. The normal-
state behavior is given by the data in a field H = 15 T (blue),
which includes a slight rigid upward shift due to positive mag-
netoresistance. A regime of paraconductivity is detectable
below T ' 2 Tc, due to superconducting fluctuations that
gradually decrease ρ(T ), before its rapid drop to zero at Tc.
Inset: Zoom on paraconductivity: ∆ρ ≡ ρ(0)− ρ(15 T) vs T .

in terms of the reduced field bm = Hvs/Hvs(0) and re-
duced temperature t = T/Tc. We use the same defini-
tions for the Ginzburg and Lindemann parameters (Gi
and cL) as in ref. 35. In Fig. 3, we see that Eq. 1 fits the
data well and allows us to obtain Hvs(0), whose value at
each doping is listed in Table I. The same expression was
also found to fit the Hvs data of hole-doped cuprates very
well, in both underdoped and overdoped regimes.31,35

We can use existing thermal conductivity data to
confirm that Hc2 is indeed equal to Hvs(T → 0) in
PCCO. In Fig. 4, we reproduce published data taken at
T = 0.2 K on a single crystal of PCCO at optimal dop-
ing (x = 0.15, Tc = 20 K).32 We see from those data that
Hc2 = 8 ± 1 T, in excellent agreement with the value of
Hvs(0) = 8.9 ± 0.4 T we obtain by extrapolating Hvs(T )
to T = 0 (Fig. 3). A similar value for Hvs(0) is reported
in prior studies.36

C. Nernst effect : overdoped sample (x = 0.17)

In presenting our Nernst data on PCCO, we begin with
the overdoped sample at x = 0.17. There are two rea-
sons for this initial focus. First, this sample provides
a fundamental reference point for all Nernst studies of
cuprate superconductors, missing until now. In an over-
doped sample, the Fermi surface is neither reconstructed
nor altered by a pseudogap: it is simply a single large
hole-like cylinder, whose area is precisely given by the
doping. In hole-doped cuprates, this k-space area is pro-
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FIG. 6. Nernst response of PCCO as a function of mag-
netic field H in our sample with x = 0.17, at T = 1.08 Tc.
a) Raw Nernst signal N vs H (red). The black dotted line
is a polynomial fit to the data above 10 T, of the form
Nqp = a(T )H+ b(T )H3. Nqp is the quasiparticle background
of the underlying normal state. b) Superconducting contribu-
tion to the Nernst signal, defined as Nsc ≡ N−Nqp (Eq. 2).
For any given temperature above Tc, Nsc vs H exhibits a
peak, at a field labelled H?(arrow).

portional to 1+p;37 in PCCO, it is proportional to 1−x.23

Moreover, in PCCO, we have a particularly simple crys-
tal structure, which is tetragonal and free of bilayers,
buckling, oxygen order or chains.38 The Nernst data we
report here can therefore be regarded as the archetype
of an overdoped cuprate, the property of a single pris-
tine CuO2 plane. Second, having data in the overdoped
regime will enable us to make the first direct compari-
son of superconducting fluctuations on the left and right
sides of the Tc dome, and establish the differences, if any.

In Fig. 5, we show the in-plane resistivity ρ(T ) of our
x = 0.17 sample, below 30 K. With increasing temper-
ature, ρ rises suddenly at Tc = 13.4 K. Above Tc, there
is a regime of paraconductivity, where superconducting
fluctuations reduce the resistivity from its normal-state
value. The data at H = 15 T provide the normal-state
reference, modulo a small rigid shift in ρ(T ) due to a
positive orbital magneto-resistance. Note that paracon-
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FIG. 7. Magnetic field-temperature phase diagram of PCCO
at x = 0.17. The peak field H? (full red dots) is plotted
above Tc (vertical black line). The solid red line is a fit of the
H? vs T data, to the formula H?= H?

c2 ln(T/Tc) (Eq. 4). The
vortex-solid melting field Hvs(T ) (open circles) is the bound-
ary between the vortex-solid phase (VS), where the electrical
resistance is zero, and the vortex-liquid phase (VL), where
the resistance is non-zero. The upper critical field Hc2 (green
dotted line) is the boundary between the vortex liquid and the
normal state, where there are no vortices. At T = 0, there
is no vortex liquid, since Hc2(0) = Hvs(0), as reported for
hole-doped cuprates,31 and shown here for PCCO at x = 0.15
(Figs. 3 and 4). Note that the two characteristic field scales
for superconductivity, obtained respectively at T → 0 and at
T > Tc, are equal for x = 0.17, namely Hc2(0) = H?

c2 = 3.0 T
(Table I).

ductivity can be seen up to 2 Tc or so (see inset of Fig. 5).
The raw Nernst signal N as a function of field is shown

in Fig. 6a, at T = 1.08 Tc. N(H) shows an initial rise
with a subsequent fall on top of a smoothly increasing
background. The peak at low field is due to supercon-
ducting fluctuations, Nsc, while the background is the
normal-state quasiparticle signal, Nqp. The total Nernst
signal is the sum of these two components:

N = Nsc +Nqp . (2)

To establish the background for each isotherm, we fit the
data above 10 T to a power law:

Nqp = a(T )H + b(T )H3 . (3)

The dotted line in Fig. 6a is a fit to Eq. 3. We see that it
describes the raw data very well from ∼ 6 T all the way
to 15 T. Note that a cubic term is essential to capture the
correct H dependence of Nqp. In previous work, limited
to lower fields,15 Nqp was assumed to have a purely linear
dependence, but in principle all odd powers of H are
allowed by symmetry.

In Fig. 6b, we plot the superconducting signal
Nsc = N− Nqp. It rises rapidly from zero, goes through
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FIG. 8. Left panels: Raw Nernst data as a function of field for
our four samples, at dopings as indicated. For each doping, we
present seven isotherms, at ε = 0.0, 0.05, 0.1, 0.2, 0.4, 0.8, and
1.4, where ε ≡ (T−Tc)/Tc, with Tc as indicated. Right panels:
Superconducting contribution to the Nernst signal, Nsc, ob-
tained by subtracting the normal-state background, Nqp, as
shown in Figs. 6 and 9, according to Eqs. 2 and 3. Note that
with increasing temperature the magnitude of Nsc decreases
and the peak field H? moves up. H? is plotted vs ε in Fig. 10.

a peak, and then decreases gradually, to eventually be-
come vanishingly small at high field, for H > 2 Hc2 or
so. (It has been suggested that there may be an intrinsic
limit to how high superconducting fluctuations can ex-
tend above Hc2 (or Tc), associated with the uncertainty
principle.39,40) This is a typical signal for a superconduc-
tor. In fact, Nsc displays these same features in all su-
perconductors, at T > Tc. In particular, there is always
a peak field, which we label H?. We see that H? is a
characteristic field scale for superconductivity in a given
material that is directly and immediately obtainable from
the data, with no assumptions and no model or theory.

As a function of temperature, Nsc decreases in magni-
tude, but the peak field H? increases. In Fig. 7, we show
on a field-temperature phase diagram the temperature
dependence of H? above Tc, and also Hvs(T ) measured
on the same sample, below Tc. In addition, we sketch
the temperature dependence of the upper critical field
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x = 0.13 (green) and x = 0.14 (magenta), at T = 1.08 Tc.
a) Raw Nernst signal N vs H. The black dotted line
is a polynomial fit to the data above 10 T, of the form
Nqp = a(T )H + b(T )H3 (Eq. 3). b) Superconducting contri-
bution to the Nernst signal, defined as Nsc ≡ N−Nqp (Eq. 2).

Hc2(T ). H?(T ) and Hc2(T ) are images of each other on
either side of Tc, and for this reason H? has been called
the “ghost critical field”.41 The H? data can be fit to a
logarithmic dependence, such that

H? = H?
c2 ln(T/Tc) . (4)

The prefactor H?
c2 is a single empirical parameter that

characterizes the strength of superconductivity.
The ln(T/Tc) dependence in Eq. 4 was explained intu-

itively by Pourret et al. in the context of NbxSi1−x thin
films.17 They proposed that the crossover from increas-
ing to decreasing Nsc occurs because the length scale
for superconducting fluctuations at low H is set by the
coherence length ξ(T ), while at high H it is set by

the magnetic length `B =
√
~/eH. H? would be the

field where the two length scales become comparable,
i.e. ξ(H?) ' `B(H?). Since ξ(T ) ∝ 1/

√
ln(T/Tc) and

`B(H?) ∝ 1/
√
H?, this yields H? ∝ ln(T/Tc).

The one-parameter fit to the x = 0.17 data in Fig. 7
using Eq. 4 yields H?

c2 = 3.0 ± 0.3 T (Table I). (Note
that the data deviate from the fit close to Tc – an in-
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FIG. 10. Temperature dependence of the peak field H? in
PCCO, at dopings as indicated, plotted as a function of ε ≡
(T−Tc)/Tc. H

? is the field at which Nsc peaks, in isotherms
of Nsc vs H as shown in the right panels of Fig. 8. The lines
are a fit of the data to the function H?= H?

c2 ln(T/Tc) (Eq. 4).
The fit allows us to extract a single characteristic field, H?

c2,
from the superconducting fluctuations at each doping, di-
rectly from the data. The values of the single fit parameter,
H?

c2, are listed in Table I and plotted vs x in Fig. 11. At low
ε, the data deviate from the fit for reasons given in Sec. V C.

trinsic effect explained in Sec. V C.) This value can be
compared with our estimate of Hc2 for that same sam-
ple, obtained as the T = 0 limit of the resistive critical
field Hvs(T ), whose value is Hvs(0) = 3.0 ± 0.2 T (see
Table I and Figs. 3, 7). We arrive at a useful empirical
result: the characteristic field scale encoded in supercon-
ducting fluctuations above Tc, when defined as in Eq. 4,
is equal to the field needed to kill superconductivity at
T = 0. In other words, we now have a straightforward
empirical procedure for measuring the fundamental field
scale for superconductivity, Hc2, from superconducting
fluctuations above Tc. Note that this is for a single-band
d-wave superconductor.

In summary, superconducting fluctuations in over-
doped PCCO, at x = 0.17, are detectable in Nsc up to
T ' 2 Tc and H ' 2 Hc2, and they can be used to mea-
sure Hc2. What is the nature of these fluctuations? As
we show in Sec. V, not only does Nsc have precisely the
field dependence predicted by Gaussian theory, its mag-
nitude is in excellent agreement with theoretical expecta-
tion. We conclude that the superconducting fluctuations
of an overdoped cuprate are now well understood.

D. Nernst effect : all dopings (0.13 ≤ x ≤ 0.17)

The left panels of Fig. 8 present a selection of raw
Nernst isotherms, labelled by their reduced temperature
ε ≡ (T − Tc)/Tc, for each of the four samples. The su-
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FIG. 11. The two magnetic field scales of superconduc-
tivity in PCCO, plotted as a function of doping (Table I).
Hvs(0) (blue squares), the zero-temperature value of the up-
per critical field, is obtained by extrapolating to T = 0 the
vortex-solid melting field Hvs(T ) below which the resistance is
zero (see Fig. 3). The field scale H?

c2 (red circles) is obtained
from the superconducting fluctuations above Tc (see Fig. 10).
Note that H?

c2 = Hvs(0) at x = 0.17.

perconducting Nernst signal Nsc is shown in the corre-
sponding right panels. Examples of background subtrac-
tion are given in Fig. 9, for x = 0.13 and x = 0.14. As in
the x = 0.17 sample, there is a large positive Nqp, mostly
linear in H, but with a small additional H3 term. The
peak field H? obtained from Nsc vs H is plotted vs ε in
Fig. 10 for the four dopings. A fit to Eq. 4 yields the
H?

c2 values listed in Table I, and plotted vs x in Fig. 11.
For all x, the data deviate from the fit as T → Tc, for
reasons given in sec. V C. In Fig. 12a, we plot the Nernst
coefficient ν, defined as ν ≡ N/H, vs H. We see that it
is flat at low H, i.e. N is linear as H → 0. In Fig. 12b,
we plot the initial value of ν(H), which we call ν0, vs ε.
In Table II, we list the values of ν0 for the four dopings,

TABLE II. Superconducting contribution to the off-diagonal
Peltier coefficient αxy of PCCO at H → 0, given per CuO2

plane by αsc
xy/H = νsc0 /ρ�, as a function of x. ν0 is the value

of the raw Nernst coefficient ν ≡ N/H at H → 0 (Fig. 12);
νsc0 = ν0 − νqp0 is the superconducting contribution obtained
by subtracting the quasiparticle contribution νqp0 (Fig. 12);
ρ is the electrical resistivity at H = 0 (Fig. 1), and ρ� = ρ/s.
All values are measured at ε = 0.1 (i.e. at T = 1.1 Tc).

x ν0 νsc0 ρ αsc
xy/H

(nV/KT) (nV/KT) (µΩ cm) (nA/KT)

0.13 4560 4540 65± 15 4.3± 1.0
0.14 1890 1790 45± 10 2.4± 0.5
0.15 1060 960 25± 3 2.3± 0.3
0.17 1000 940 18± 5 3.2± 0.9



8

 0.1

 1

 0.01  0.1  1  10

ν 
(µ

V
 / 

K
T

)

H (T)

x = 0.13
0.14
0.15
0.17

x = 0.15

Tc = 19.5 K

T = K20.7
21.4
22.2
22.6
23.3
24.5
27.2
30.7

b)

a)

 0.01

 0.1

 1

 10

 0.01  0.1  1

ν 0
 (µ

V
 / 

K
T

)

ε = (T - Tc) / Tc

FIG. 12. a) Raw Nernst coefficient ν ≡ N/H of PCCO at
x = 0.15, for selected isotherms above Tc, as indicated. In the
limit H → 0, ν(H) becomes flat, reaching a constant value,
ν0, given by the dashed line. b) Temperature dependence
of ν0 (dots), at dopings as indicated, plotted as a function
of ε. The solid lines are the normal-state contribution to ν0,
i.e. νqp ≡ Nqp/H in the limit H → 0. Note that ν0 saturates
below ε ' 0.1, as expected from Gaussian theory in the limit
T → Tc (see Sec. V C).

at ε = 0.1, and compare these to theoretical expectation
in Sec. V C.

V. DISCUSSION

Having presented our data for the Nernst signal in
PCCO as a function of H, T and x, we now examine what
they tell us about the nature of the superconducting fluc-
tuations and the mechanisms that control the strength of
superconductivity in cuprates.

A. Fermi-surface reconstruction

To make sense of the doping dependence of supercon-
ductivity in PCCO, it is essential to first describe the
underlying normal state and how it evolves with doping.

x

(0,π)

(π,0)

FIG. 13. Sketch of the doping evolution of the Fermi sur-
face in PCCO, based on ARPES measurements performed on
NCCO, a closely-related material.42 At high x, in the over-
doped regime, the Fermi surface is a single large hole-like
nearly circular Fermi cylinder (drawn in red). Below a critical
doping xc ' 0.16, the Fermi surface undergoes a reconstruc-
tion, into small hole (red) and electron (blue) pockets. At low
x, the small hole pockets eventually disappear, leaving only
the electron pockets centered at (± π, 0) and (0,± π).

The key organizing principle is a quantum critical point
xc at which the Fermi surface undergoes a major transfor-
mation. The evolution is sketched in Fig. 13. Above xc,
the Fermi surface of PCCO is a single large closed hole-
like cylinder, with a k-space area given by 1− x. This is
confirmed experimentally in several ways. First, in the
limit of T = 0 the Hall coefficient RH = +1/ne, where
the carrier density n = 1−x carriers per Cu atom.22 Sec-
ond, the frequency F of quantum oscillations detected
in overdoped Nd2−xCexCuO4 (NCCO), a closely related
material, is such that F = nΦ0.43 Third, measurements
of angle-resolved photoemission spectroscopy (ARPES)
in NCCO see a large closed Fermi surface of the right
area.42

In the normal state at T → 0, achieved by applying
a field H > Hc2, RH undergoes a sudden and dramatic
change below xc = 0.16. It goes from small and positive
to large and negative.22 ARPES measurements on NCCO
reveal a transformation as sketched in Fig. 13, whereby
the large hole-like cylinder of the overdoped regime is re-
constructed into two small pockets, respectively located
at (π, 0) and (π/2, π/2), as the doping is reduced be-
low x ' 0.16.42 This reconstruction is consistent with
the observation of low-frequency quantum oscillations in
NCCO,43 which reveal the existence of a small closed
pocket in the Fermi surface, tentatively attributed to the
pocket seen by ARPES near (π/2, π/2).

The evidence so far is consistent with a Fermi-surface
reconstruction caused by the onset of a density-wave or-
der with a wavevector Q = (π, π),23 which could well be
the commensurate Néel antiferromagnetic order observed
by neutrons at low x.44 In this case, the pocket at (π, 0)
is electron-like and the pocket at (π/2, π/2) is hole-like.
One generically expects a Lifshitz transition to occur at
a doping well below xc, where the hole-like pocket disap-
pears, leaving only the electron-like pocket at (π, 0) (see
Fig. 13).23
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ref. 31) YBCO (full blue squares) and Tl-2201 (open blue
squares).

The FSR described here will affect all transport prop-
erties. In addition to the dramatic changes in RH, the re-
sistivity ρ also shows signatures of FSR, in particular the
upturn in ρ(T ) seen at low temperature (Fig. 1), which
we attribute to the loss of carrier density. The temper-
ature Tmin of the minimum in ρ(T ) may then be viewed
roughly as the onset of FSR as a function of temperature
(Fig. 2). In the resistivity, the onset of FSR at T = 0
also occurs at xc = 0.16, where Tmin → 0, in agreement
with the RH(0) data, but at T = 20 K it only occurs at
x = 0.15 (see Fig. 2). In other words, the Fermi surface
of PCCO at x = 0.15 may be considered unreconstructed
for T > Tc.

For our study of superconductivity, what we immedi-
ately note is that Tc falls with underdoping as soon as
it crosses the Tmin line (Fig. 2). This strongly suggests
that the cause of the Tc dome is the FSR – or, more fun-
damentally, whatever causes the FSR. In the following
sections, we bring support to this scenario of phase com-
petition in two different ways: first, by showing that the
characteristic field H?

c2 also falls below x = 0.15, form-
ing a dome just like the Tc dome; second, by showing
that the superconducting fluctuations on both sides of
the dome are not qualitatively different. These observa-
tions remove the need to invoke the emergence of phase
fluctuations on the underdoped side.

B. Characteristic field H?
c2 and critical field Hc2

In Fig. 11, we plot H?
c2 as a function of x. This is the

field scale encoded in the superconducting fluctuations
just above Tc. We see that H?

c2 tracks Tc, both showing

a dome peaking at the same doping, namely x = 0.15. As
already mentioned, this is the doping where FSR onsets
for T ' 20 K (see Fig. 2). This shows that what causes
Tc to fall below x = 0.15 also causes H?

c2 to fall, i.e. the
coherence length ξ to increase. Note that ξ is an average
of vF/∆ over the Fermi surface, where vF is the Fermi
velocity and ∆ is the gap magnitude, so that changes in
either vF or ∆ (or both) will affect ξ, and hence H?

c2.

Let us examine the evolution of H?
c2 more closely. At

T = 20 K, the Fermi surface is not reconstructed in go-
ing from x = 0.17 to x = 0.15, so the Fermi-surface
average of vF should be mostly unchanged. Therefore
the increase in H?

c2 from 3.0 T to 5.4 T must be due to
an increase in ∆. We can check that by looking at the
ratio H?

c2/Tc
2, which should remain constant if only ∆

changes, since (in a simple model) H?
c2 ∼ ∆2 and Tc ∼ ∆.

At x = 0.17 and x = 0.15, H?
c2/Tc

2 = 17 ± 2 mT / K2

and 14 ± 1 mT / K2, respectively. We see that within
error bars, the rise in both H?

c2 and Tc is driven entirely
by an increase in ∆. Moreover, the magnitude of H?

c2 is
consistent with expectation for a dirty d-wave supercon-
ductor. Indeed, using H?

c2 ' Φ0/2πξ
2
0 and expressions for

ξ0 given in the Appendix, we estimate that H?
c2 = 2.3 T

and 5.1 T for x = 0.17 and 0.15, compared to measured
values of 3.0 ± 0.3 T and 5.4 ± 0.3 T, respectively. In
summary, we understand the magnitude and doping de-
pendence of H?

c2 in PCCO when its Fermi surface is not
reconstructed.

Let us now see what happens when the Fermi surface is
reconstructed. The Fermi surface changes from a single
large pocket with a large vF to two small pockets with
a much smaller vF.43 This will boost H?

c2 and Hvs(0), so
the fact that H?

c2 nevertheless falls below x = 0.15 implies
that ∆ must necessarily decrease. In Fig. 14, a plot of
the ratio Hvs(0) / Tc

2 vs x reveals that the enhancement
of Hvs(0) due to the smaller vF gets gradually stronger
with underdoping.

Note that when the Fermi surface changes we expect
the ratio Hvs(0) / H?

c2 to change, because Hvs(0) is con-
trolled by those k-space regions with the smallest ξ, while
Nsc, and hence H?

c2, is dominated by those regions with
the largest ξ (see Sec. V C), and the relative proportion
of these regions will change. In Fig. 11, we see that while
Hvs(0) = H?

c2 at x = 0.17, the FSR causes Hvs(0) to
become larger than H?

c2.

The emerging picture is the following. With decreasing
x, starting at x ' 0.2, the d-wave gap ∆0 grows, causing
Tc and Hc2 to grow, until a critical doping where FSR
sets in, whereupon superconductivity is weakened, and
both Tc and Hc2 fall. The FSR is due to the onset of
a density-wave state that breaks translational symmetry,
and fundamentally it is this second phase that competes
with superconductivity.45,46 This type of phase competi-
tion scenario is observed in several families of unconven-
tional superconductors, including the quasi-1D organic
metals47,48, the quasi-2D iron-based superconductors49,
and the quasi-3D heavy-fermion metals50,51, where in all
cases the competing phase is a spin-density wave. The
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organizing principle in such a scenario is the QCP where
the second phase sets in, invariably located inside the
Tc dome. We conclude that the fundamental mechanism
for a dome of Tc vs doping in PCCO is again phase com-
petition, most likely also with a phase of antiferromag-
netic order.38

C. Comparison to theory of Gaussian fluctuations

Until now, we have extracted information from
Nsc without having recourse to any theory or model or
assumption. We simply obtained H? directly from the
data of Nsc vs H, and then obtained H?

c2 directly from
the T dependence of H?. In this section, we compare
our data in PCCO to the standard (Aslamazov-Larkin)
theory of superconducting fluctuations.52

The calculated quantity is the superconducting con-
tribution to the transverse thermo-electric conductivity,
αsc
xy, while the measured quantity is Nsc. The two are

related as follows :

αsc
xy '

Nsc

ρ
. (5)

In 2002, Ussishkin, Sondhi, and Huse calculated the
thermo-electric response of a quasi-2D type-II super-
conductor in the Gaussian approximation, in the lim-
its of H → 0 and T → Tc.

18 In 2009, calculations
of αsc

xy in a dirty 2D type-II superconductor were ex-
tended to arbitrary T and arbitrary H by two groups
independently,19,20 who arrived at similar results. We
now compare the magnitude and field dependence of
Nsc measured in PCCO with the latest predictions of
Gaussian theory.

1. Magnitude

In the limit of H → 0 and T → Tc, α
sc
xy above Tc is

given, in two dimensions, by:19

αsc
xy =

2

3

kBe

h

H

H̃c2(0)

1

ε
, (6)

where kBe/h = 3.33 nA/K is the quantum of ther-

moelectric conductance,16,53 H̃c2(0) = Φ0/2πξ
2(0), and

ε = (T −Tc)/Tc. The magnitude of αsc
xy is seen to depend

on one quantity only, the Ginzburg-Landau coherence
length ξ(0), so that αsc

xy ∼ ξ2(0). To make contact with

experiment, we use the relation Hc2 ' 0.59 H̃c2(0),52

and the empirical facts that Hc2(0) = Hvs(0) and
Hvs(0) = H?

c2 (for a single large circular Fermi surface).
This yields a theoretical expression where the only input
parameter is H?

c2:

Theory :
αsc
xy

H
' 0.4

kBe

h

1

H?
c2

1

ε
. (7)
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FIG. 15. Comparison of measured (full red circles; Eq. 8)
and calculated (full blue squares; Eq. 7) values of αsc

xy /H vs
x. Open blue squares are the values calculated using Hvs(0)
instead of H?

c2 in Eq. 7. The agreement between experiment
and theory, with no adjustable parameter, is remarkable.

The measured value of αsc
xy is determined using:

Experiment :
αsc
xy

H
' νsc0
ρ�

, (8)

where νsc0 = ν0 − νqp0 is the superconducting Nernst co-
efficient in the H → 0 limit (Fig. 12), and ρ� = ρ/s, in
terms of the zero-field electrical resistivity ρ (Fig. 2) and
the interlayer separation s = 6.1 Å.

In Fig. 15, we plot the theoretical and experimental
values of αsc

xy/H at ε = 0.1, using the values of H?
c2 given

in Table I and the measured values of νsc0 and ρ given
in Table II, respectively. The agreement between theory
and experiment is remarkable. Although a number of
factors not considered here (e.g. s-wave vs d-wave) could
alter this quantitative agreement somewhat, it is never-
theless evident that Gaussian theory can reliably explain
not only the magnitude of Nsc in PCCO, but also its de-
tailed doping dependence. In particular, it shows that
there is no qualitative difference between the supercon-
ducting fluctuations of the underdoped regime relative
to the overdoped regime. The fluctuations are Gaussian
everywhere, meaning that the superconducting order pa-
rameter fluctuates in both amplitude and phase in the
same way across the phase diagram. This therefore rules
out the long-held notion that phase fluctuations play a
special role in underdoped cuprates.2

2. Field dependence

One may ask whether the fluctuations at high field
might be different from those close to H = 0 that were
considered in the previous section. In the conventional
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FIG. 16. Superconducting Nernst signal of PCCO in the ab-
sence of FSR, plotted as a function of magnetic field for the
overdoped (x = 0.17; red) and optimally doped (x = 0.15;
blue) samples, measured at T = 1.08 Tc in both cases. The
data are compared to the theoretical calculation of αsc

xy (green
curve, from ref. 20). For both experimental data and calcu-
lated curve, the x axis is normalized by the peak field H? and
the y axis is normalized by the magnitude of the supercon-
ducting Nernst signal at H?. The agreement between theory
and experiment is excellent.

superconductor NbxSi1−x, direct comparison20 of the cal-
culated αsc

xy and the measured Nsc (refs. 16 and 17)
showed detailed quantitative agreement, validating the
theory of Gaussian fluctuations at arbitrary H.

In Fig. 16, we reproduce the calculated curve of αsc
xy vs

H at T = 1.08 Tc.
20 It shows the characteristic rise and

fall, with a peak at some field H?. The curve is normal-
ized at H? for both axes, allowing us to compare with
our data for Nsc vs H, normalized in the same way. In
Fig. 16, we perform this comparison for the two dopings
at which the Fermi surface is not reconstructed, namely
x = 0.15 and x = 0.17. The data are seen to be in perfect
agreement with the theoretical curve, for both dopings.
This shows that the theory of Gaussian fluctuations con-
tinues to be valid in PCCO well beyond the limit of small
fields.

We conclude that all aspects of our data in PCCO
agree with the theory of Gaussian fluctuations.

Before moving on to the next section, let us comment
on the behavior of H? close to Tc. At all dopings, we
see that H? deviates from its ln(T/Tc) dependence as
T → Tc, in such a way that H? saturates to a non-zero
value at T = Tc, or ε = 0 (Fig. 10). This is a reflection of
the fact that the initial rise in Nsc vs H never becomes
infinitely rapid, even at ε = 0 (Fig. 8, right panels). As
can be seen in Fig. 12, the initial slope ν0 does not diverge
as T → Tc, for any doping. On the contrary, ν0 saturates
to a constant value below ε ' 0.1. This saturation is
entirely expected on theoretical grounds, since ν ∼ αsc

xy/σ

is the ratio of two coefficients that both diverge in the
same way as ε→ 0. Indeed, just as αsc

xy ∝ 1/ε (Eq. 6), so

is σ ∝ 1/ε.52

D. Comparison with hole-doped cuprates

We have shown that in the electron-doped cuprate
PCCO the superconducting fluctuations are Gaussian
throughout the doping phase diagram, ruling out phase
fluctuations as a mechanism for the Tc dome, and su-
perconductivity weakens as soon as Fermi-surface recon-
struction sets in, below a critical doping xc. The origin of
the Tc dome is therefore an underlying growth in the gap
∆0 with decreasing x, curtailed by the onset of a compet-
ing phase. This is why the dome is centered around xc.
In this section, we investigate to what extent a similar
scenario applies to hole-doped cuprates.

1. FSR and the origin of the Tc dome

The first thing to note is that hole-doped cuprates
also undergo a FSR below some critical doping pc.

45,46

This was revealed unambiguously by the discovery of
low-frequency quantum oscillations in YBCO,54 shown
to come from a small electron-like pocket in the Fermi
surface of underdoped YBCO, because of the large neg-
ative Hall coefficient RH at low temperature.55 In the
normal state, once superconductivity has been removed
by application of a large magnetic field, the electron
pocket is seen to persist as a function of doping up
to at least p = 0.15.56 Given that hole-doped cuprates
above p ' 0.25 are known to have a single large hole-
like Fermi surface37,57,58 (very similar to that of electron-
doped cuprates at high x), the FSR in the normal state
at T = 0 must take place at a critical doping pc such that
0.15 < pc < 0.25.

In YBCO, the onset of this FSR upon cooling is rather
gradual, as it is in PCCO, and it may be said to occur at
the temperature Tmax below which RH(T ) starts to fall
towards negative values.56 The fact that the Tmax line
and the Tc line cross where the latter peaks is strong
evidence that the the drop of Tc on the underdoped side
is linked to the FSR.31,56

In YBCO, the FSR does not cause an upturn in
ρ(T ), although it does in other hole-doped cuprates, like
La2−x−yNdySrxCuO4 (Nd-LSCO).60,61 Whether FSR
produces an upturn or a downturn depends on the rel-
ative strength of inelastic and elastic scattering. In the
iron-based superconductor BaFe2As2, for example, the
FSR caused by the onset of antiferromagnetic order at
TN yields an upturn in ρ(T ) if the material is doped with
Co and a downturn if doped with K.62 In case of a down-
turn, we use the inflection point in ρ(T ), at a temperature
Tx, as the signature of the FSR. In K-doped BaFe2As2,
Tx ' TN. Ando and co-workers have performed extensive
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FIG. 17. Temperature-doping phase diagram of YBCO,
showing the superconducting dome delineated by the zero-
field critical temperature Tc (black circles). Also shown is
Tx (red squares), the temperature at which the a-axis resistiv-
ity ρa(T ) has an inflection point.59 The red line is a linear fit to
the Tx data, extrapolated to T = 0 (open square). The corre-
sponding doping, pc ' 0.19, is the quantum critical point be-
low which the Fermi-surface reconstruction onsets, consistent
with the critical doping where the normal-state Hall coeffi-
cient RH at T → 0 changes sign, from positive above p ' 0.25
to negative below p = 0.15.56

measurements of the a-axis resistivity ρa(T ) in YBCO;59

we reproduce their data for Tx vs p in Fig. 17.
The resulting temperature-doping phase diagram for

YBCO is similar to that of PCCO (Fig. 2), in the sense
that the onset of FSR, at Tx or Tmin, extrapolates to
a critical point at T = 0 which lies just above opti-
mal doping (where Tc peaks). In YBCO, Tx extrapo-
lates to p ' 0.19, in agreement with the interval im-
posed by Fermi-surface measurements. So the origin of
the Tc dome in hole-doped cuprates appears to be funda-
mentally the same as in electron-doped cuprates, namely
phase competition and FSR below a quantum critical
point located inside the dome. Note, however, that the
competing order itself may be different.

2. Critical field Hc2 and critical doping pc

To investigate the comparison further, we examine
the doping dependence of critical fields in hole-doped
cuprates. The upper critical field Hc2 was recently deter-
mined by thermal conductivity measurements in YBCO,
YBa2Cu4O8 and Tl2Ba2CuO6 (Tl-2201).31 The data re-
vealed that Hc2 = Hvs(0), as confirmed here in PCCO at
x = 0.15. Using high-field measurements of Hvs(T ), the
complete doping dependence of Hc2 was reported; the
data are reproduced in Fig. 18. We see that Hc2 vs p
exhibits two peaks, pointing to two underlying quantum
critical points, possibly associated with the onset of two
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FIG. 18. Upper critical field Hc2 in the hole-doped
cuprate YBCO, obtained in two different ways. First, di-
rectly from resistive measurements of Hvs(T ) at low temper-
ature in high magnetic fields, extrapolated to T = 0, giv-
ing Hc2 = Hvs(0) (red symbols).31 The open circles are for
YBa2Cu4O8 (p = 0.14) and Tl-2201 (p > 0.21).31 Second, we

plot 0.59 H̃c2(0) (blue symbols), with H̃c2(0) = Φ0/2πξ
2(0),

where the coherence length ξ(0) is obtained from Gaussian
Aslamazov-Larkin theory applied above Tc to either the con-
ductivity (full squares from ref. 63, open squares from ref. 64)
or the magnetization (open diamonds, from ref. 65). The
agreement between the two ways of determining Hc2 is re-
markable.

distinct competing phases.31 Here we focus on the higher
peak, at pc = 0.18. Starting from high doping, we see that
Hc2 rises from zero at p ' 0.27 up to Hc2 = 150 ± 20 T
at pc. In this overdoped regime, the ratio Hc2/Tc

2 is
roughly constant (Fig. 14), showing that the growth in
the gap magnitude ∆0 controls the rise of Tc and Hc2, as
we found in overdoped PCCO.

Moreover, the value of the ratio is roughly the same in
both hole-doped and electron-doped materials, namely
Hc2/Tc

2 ' 18 mT/K2 (Fig. 14). This may be somewhat
coincidental, since Hc2 depends on the Fermi velocity
vF and the mean free path l (see Appendix), and these
parameters may not be identical in YBCO or Tl-2201 and
in PCCO, but it nevertheless explains why Hc2 in PCCO
is so much smaller than in YBCO. Indeed, a factor 5
smaller Tc, from Tc ' 100 K to Tc ' 20 K, will yield a
factor 25 smaller Hc2, from Hc2 ' 150 T to Hc2 ' 6 T,
as roughly observed.

Below pc = 0.18, Hc2 in YBCO drops by a factor 6,
down to Hc2 = 24± 2 T at p = 0.11.31 The condensation
energy δE drops by a factor 20, and the ratio δE/T 2

c by
a factor 8.31 This dramatic suppression of superconduc-
tivity is attributed to phase competition, involving the
onset of charge order.31,66 The value of pc is consistent
with the onset of FSR at T = 0, as estimated from RH or
from Tx (Fig. 17).

As seen in Fig. 14, the FSR in YBCO causes a drop
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FIG. 19. Superconducting Nernst signal of electron-doped
PCCO (blue) and hole-doped Eu-LSCO (red), measured at
T = 1.08 Tc in both cases, for dopings as indicated. The
x axis is normalized by the peak field H? and the y axis is
normalized by the magnitude of the superconducting Nernst
signal at H?. The agreement between the two is excellent,
showing that the nature of superconducting fluctuations is
basically the same whether cuprates are electron-doped or
hole-doped, and both are well described by Gaussian theory
(see Fig. 16).

in the ratio Hc2/Tc
2, at least initially, whereas the FSR

in PCCO causes an increase. The difference is likely to
come at least in part from the different effect of FSR
on the Fermi velocity vF. We mentioned that in PCCO
vF undergoes a large change, by an order of magnitude.
In YBCO, however, quantum oscillation measurements
give only a factor 2 drop in vF upon FSR, if we com-
pare overdoped Tl-2201 (p ' 0.25; ref. 67) and under-
doped YBCO (p = 0.11; ref. 68). The difference could
also come from a different topology of the reconstructed
Fermi surface. While the electron pocket in the Fermi
surface of PCCO is located at (π, 0), where the d-wave
gap is maximal, the electron pocket in the Fermi surface
of YBCO is quite possibly located at (π/2, π/2), where
the gap goes to zero.

3. Superconducting fluctuations

Superconducting fluctuations in hole-doped cuprates
have been studied extensively, mostly via measurements
of the electrical resistivity, the magnetization and the
Nernst effect. An exhaustive study of paraconductivity
in YBCO by Ando and co-workers showed that Gaussian
theory (Aslamazov-Larkin) accounts well for the effect
of superconducting fluctuations above Tc.

63 From their
analysis, justified in light of other works,69,70 they ex-
tract a coherence length ξ as a function of doping, and
use it to estimate the critical field H̃c2(0) = Φ0/2πξ

2. A

later study by Rullier-Albenque and co-workers, based on
a similar analysis, yielded H̃c2(0) values in good agree-
ment with the earlier work, at least for p < 0.15.64 For
p > 0.15, the use of higher magnetic fields in the more
recent study may have improved the estimate of the un-
derlying normal-state magneto-resistance.71 In Fig. 18,
we plot Hc2 ' 0.59 H̃c2(0) obtained from the data of
both groups on the H-p diagram of YBCO. We also plot
Hc2 obtained from recent magnetization measurements
analyzed using Gaussian theory to extract the coherence
length.65. The agreement between Hc2 obtained from di-
rect measurements of Hvs at low temperature and high
fields and Hc2 encoded in the superconducting fluctua-
tions above Tc is remarkable. In particular, it exhibits
the same two-peak structure and the same six-fold drop
between p = 0.18 and p = 0.11.

The Nernst response of hole-doped cuprates was re-
cently revisited and shown to be in excellent agreement
with the Gaussian theory.21 Figs. 19 and 20 show how
the behavior of Nsc in the hole-doped cuprate Eu-LSCO
is qualitatively identical to that of electron-doped PCCO,
as a function of field and temperature, respectively.

We conclude that superconducting fluctuations in
cuprates are well described by Gaussian theory, whether
in electron-doped or hole-doped materials, whether in the
overdoped or underdoped regimes. This may no longer
be true at very low doping, i.e. p < 0.08 and x < 0.13,
when close to the Mott insulator, but otherwise it ap-
pears that using the standard theory is a reliable way to
extract fundamental information about superconductiv-
ity in the cuprates. Previous analyses of paraconductiv-
ity and diamagnetism in hole-doped cuprates like YBCO
have also found Gaussian theory to be a good description
of the superconducting fluctuations.70,72,73

VI. SUMMARY

Our measurements of the Nernst effect in the electron-
doped cuprate superconductor PCCO elucidate the na-
ture of superconducting fluctuations above the criti-
cal temperature Tc. We find that the superconducting
Nernst signal Nsc is in qualitative and quantitative agree-
ment with the theory of Gaussian fluctuations in dirty 2D
superconductors,18–20 at all dopings. Indeed, Nsc(T,H)
in PCCO behaves as it does in the conventional supercon-
ductor NbxSi1−x.16,17 This implies that there is nothing
unusual about the fluctuations in PCCO, even in the un-
derdoped regime. There is no evidence of any vortex-like
excitations, or pre-formed pairs, above Tc.

The characteristic magnetic field scale H?
c2 extracted

directly from the data displays a dome-like dependence
on doping, showing the same x dependence as Tc, both
peaking at x = 0.15. This shows that the pairing
strength drops below optimal doping. This weakening
of superconductivity occurs at the critical doping where
the Fermi surface undergoes a reconstruction.22 The sce-
nario is therefore one of competition with another or-
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ings as indicated. The PCCO data are multiplied by a factor
3. The black dotted line is a fit of the data to the function
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c2 ln(T/Tc) (Eq. 4).

dered phase that causes both the Fermi-surface recon-
struction and the suppression of Tc and H?

c2.31,45,46,62,74

Most likely, the competing phase in PCCO is antiferro-
magnetic order.23

The emerging picture for PCCO is therefore the same
as in quasi-1D organic superconductors, where an antifer-
romagnetic quantum critical point is clearly the organiz-
ing principle.48 The magnetic fluctuations cause d-wave
pairing while the magnetic order competes with super-
conductivity. The first effect increases Tc, the second
decreases Tc, and the two together produce the Tc dome
that straddles the critical point. By analogy, we infer
that the same two mechanisms are at play in PCCO,
supporting the case for magnetically-mediated pairing in
cuprates.29 This is also the likely scenario in iron-based
superconductors.49

A comparison of our Nernst data on PCCO with cor-
responding data reported for the hole-doped cuprate Eu-
LSCO (ref. 21) reveals a strong similarity. We con-
clude that superconducting fluctuations in hole-doped
cuprates are not significantly different. This validates the
use of Gaussian fluctuation theory in previous analyses
of paraconductivity data in underdoped YBCO, which
yielded an estimate of Hc2 that decreases rapidly with
underdoping,63,64 in good agreement with direct mea-
surements of Hc2 in YBCO.31 These studies establish
that the dominant mechanism for the Tc dome in hole-
doped cuprates is also phase competition. Interestingly,
in this case the competition does not seem to come from
magnetic order, but appears to involve charge order.66,75

We conclude that fluctuations in the phase of the

superconducting order parameter, long invoked as the
mechanism responsible for the Tc dome of cuprates, do
not in fact play a prominent role in the origin of the
Tc dome of either electron-doped or hole-doped cuprates.
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Appendix A: Estimates of Hc2 in PCCO

Quantum oscillations in the c-axis resistivity of over-
doped NCCO at x = 0.17 have a frequency F = 10960 T
and a cyclotron mass m? = 2.3 m0.43 Using the Onsager
relation:

F =
Φ0

2π2
Ak (A1)

with Φ0 = 2.07 × 10−15 Wb, we extract the corre-
sponding values for the Fermi wavevector of the large
Fermi surface kF = 0.58 Å−1 and the Fermi velocity
vF = ~kF/m? = 2.9× 105 m/s. Using the following rela-
tion for the coherence length of a clean superconductor:

ξ0 =
~vF
a∆0

(A2)

with a = 1.5 and ∆0 = 2.14 kBTc for a d-wave state,
we extract the coherence length ξ0 = 51 nm. Disorder
affects the clean limit coherence length if the mean free
path ` is comparable to ξ0. We estimate the mean free
path via the relation:

` =
hs

e2ρ0kF
(A3)

where ρ0 is the residual resistivity. Using the inter-layer
distance s = 6.1 Å and ρ0 = 17.5 µΩ cm (Fig. 1), we get
` = 15.5 nm. Using Pippard’s relation for the coherence
length of dirty superconductors:

1

ξ
=

1

ξ0
+

1

`
, (A4)

we arrive at a coherence length of ξ = 11.9 nm. We use
it to calculate the upper critical field:

Hc2 =
Φ0

2πξ2
= 2.3 T . (A5)

The result is close to our measured value Hvs(T → 0) =
3.0± 0.2 T (Table I).
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sonnanche, F. Laliberté, E. Hassinger, J.-P. Reid, R. Daou,
S. Pyon, T. Takayama, H. Takagi, and L. Taillefer, Nature
Physics 8, 751 (2012).

22 Y. Dagan, M. M. Qazilbash, C. P. Hill, V. N. Kulkarni,
and R. L. Greene, Physical Review Letters 92, 167001
(2004).

23 J. Lin and A. J. Millis, Physical Review B 72, 214506
(2005).

24 P. Fournier, X. Jiang, W. Jiang, S. N. Mao, T. Venkatesan,
C. J. Lobb, and R. L. Greene, Physical Review B 56, 14149
(1997).

25 G. Roberge, S. Charpentier, S. Godin-Proulx, P. Rauwel,
K. Truong, and P. Fournier, Journal of Crystal Growth
311, 1340 (2009).

26 H. Bougrine and M. Ausloos, Review of Scientific Instru-
ments 66, 199 (1995).

27 S. Charpentier, G. Roberge, S. Godin-Proulx,
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