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Signatures of possible surface states in TaAs
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We study Shubnikov–de Haas oscillations in single crystals of TaAs and find a previously undetected two-
dimensional quantum oscillation that does not belong to the bulk Fermi surface. We cannot find an impurity phase
consistent with our observations, and extensive diffraction measurements have not shown the presence of known
impurity phases. We conjecture that the frequency originates from surface states that are sensitive to surface
disorder. One candidate is the interference of coherent quasiparticles traversing two distinct Fermi arcs on the
[001] crystallographic surface. The frequency and effective mass quantitatively agree with predictions of density
functional theory and previous angle-resolved photoemission spectroscopy measurements of the Fermi arcs.
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I. INTRODUCTION

Weyl semimetals host bulk carriers that behave not as
massive electrons, but as massless chiral fermions. The topo-
logical nature of these charge carriers has led to many new
emergent phenomena, including the presence of surface states
known as Fermi arcs [1]. Although these are a necessary con-
sequence of the existence of Weyl crossings, direct measure-
ments of their transport properties remain rare as they are of-
ten masked by highly mobile bulk states. In fact, the transport
contributions of Fermi arcs have been directly measured only
in ultrathin samples of the Dirac semimetal Cd3As2 [2–4].
Recently, signatures of surface states were detected in NbAs
[5], which, along with TaAs, was predicted and confirmed to
be a Weyl semimetal [6,7]. While angle-resolved photoemis-
sion spectroscopy (ARPES) measurements have shown the
presence of Fermi arc states on the surfaces of TaAs, as well
as nontopological states originating from the surface termi-
nation, transport measurements have observed only quantum
oscillations originating from bulk (three-dimensional) Fermi
surfaces [8–12]. In this work, we report the observation of a
set of Shubnikov de Haas (SdH) oscillations in high-quality
crystals of TaAs and show that these oscillations can be
attributed to coherent electron motion along the Fermi arcs
of a Weyl semimetal. In contrast to the surface-bulk Weyl
orbits expected in these systems and observed in Cd3As2, the
observed oscillations appear to arise from the quantum inter-
ference of distinct Fermi arcs on a single-crystalline surface.

II. EXPERIMENT

High-quality single crystals of TaAs were grown using
standard vapor transport techniques with iodine as the trans-
port agent. Precursor powder was obtained by sealing a
stoichiometric mixture of arsenic and tantalum powder in

a quartz ampule under vacuum. The ampule was heated to
1100 ◦C and held for 4 days. The resulting powder was
confirmed to be TaAs by powder x-ray diffraction. It was
then mixed with 2.5 mg/cm3 of iodine, sealed in a quartz
ampule under vacuum, and loaded into a two-zone furnace.
The source and sink ends of the furnace were held at 950 ◦C
and 1050 ◦C, respectively, for 14 days. Well-faceted crystals
up to 3 mm per side were obtained.

Single crystals of TaAs were ground into powder, and
powder x-ray diffraction measurements were performed. The
diffraction pattern is shown in Fig. 1. All the observed peaks
can be indexed by TaAs, implying that there are no other
crystalline phases present.

TaAs crystals were cut and polished into Hall bars with
thicknesses ranging from 14 to 272 μm, with the main face
normal to the [001] crystallographic axis. Transport mea-
surements up to 14 T were performed in a Quantum Design
physical property measurement system. Longitudinal and Hall
resistivities (ρxx and ρxy) were measured using a standard five-
contact lock-in measurement technique and symmetrized and
antisymmetrized in field. High-field measurements were per-
formed in Toulouse in pulsed fields up to 58 T. An ∼10-kHz
current excitation was applied to the sample, and high-speed
acquisition was used to digitize the resulting voltage drop. The
data were postanalyzed to perform a phase comparison and
extract the resistivities. Results for the rise and fall of the field
pulse were in good agreement.

In order to confirm crystallinity at the device level and
eliminate the possibility that the Shubnikov–de Haas signal
may be caused by impurity phases, local, spatially resolved
Laue diffraction measurements were performed. Laue diffrac-
tion patterns were obtained using broadband x rays from the
Advanced Light Source focused to a 1-μm spot. The spot
was scanned across the sample to obtain spatially resolved
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FIG. 1. The powder x-ray diffraction pattern from ground crystals of TaAs (blue) can be well fit by the calculated spectrum of TaAs (red).
All observed peaks are accounted for, implying that additional phases are not present. Inset: The integrated intensity from 2500 Laue diffraction
patterns taken over a 100 × 100 μm2 area of a TaAs Hall bar device. All the peaks can be well indexed by TaAs, and no indications of any
impurity phases are present.

diffraction patterns. The observed peaks could be well indexed
by TaAs, and no patterns corresponding to impurity phases
were observed. The inset of Fig. 1 shows the summed diffrac-
tion image obtained from a 100 × 100 μm2 scan with a 2-μm
step size of the active area of one of the transport devices
exhibiting the 285-T oscillations. The image was generated
by averaging 2500 individual Laue images. The peaks can be
indexed by TaAs, and the lack of stray peaks indicates that no
impurity phase is present over this 10 000-μm2 area. A video
showing the individual diffraction patterns can be found in
Ref. [20].

Density functional calculations were performed with the
Vienna Ab initio Simulation Package (VASP) code using the
Perdew-Burke-Ernzerhof parametrization of the generalized
gradient approximation, with spin-orbit coupling included
self-consistently [13–15]. The projector augmented wave
method is used for the electron-core interactions [16]. We
expand the wave functions in plane waves to an energy cutoff
of 600 eV. All calculations are performed at the experimental
lattice parameters. To calculate the surface states and their
spectrum, density functional theory (DFT) calculations of a
slab consisting of seven unit cells (and terminated by As on
one side and Ta on the other) are performed. To generate a
Fermi surface associated with the surface states, we projected
the slab eigenstates onto the first layer of the As-terminated
surface and used dense k-grid sampling; Monkhorst-Pack
k-point grids of 12 × 12 × 2 and 400 × 400 × 1 were used
for slab self-consistent total-energy calculations and for slab
Fermi surface calculations, respectively [17]. The computed
Fermi surface associated with those states matches well with
both previous slab calculations and ARPES studies [6,8]. The
Fermi surface is computed with the PYPROCAR program [18].
We also generated a Fermi surface using a Wannier function
and Green’s function method, which agrees well with our slab
calculation, albeit with a reduced band dispersion [19].

III. RESULTS

A. Transport and Shubnikov–de Haas effect

Figure 2 shows electrical transport measurements from
one such device. At low temperature the resistivity reaches
a value of 1 μ� cm with a residual resistivity ratio of 56,

indicating the high crystal quality of the samples. Applying
a magnetic field normal to the Hall bar reveals the large,
nonsaturating magnetoresistance typical of these materials
and pronounced SdH oscillations in both the longitudinal
and Hall resistivities starting from fields below 1 T. Fourier
analysis of these oscillations shows two principal frequencies:
7.3 T and 19.9 T. These values are in close agreement with
frequencies previously reported for the bulk W1 and H1
Fermi pockets [12]. The angle dependence of these low-
frequency oscillations [inset in Fig. 3(b)] can be attributed
to the bulk Fermi surfaces of TaAs and is in quantitative
agreement with previous studies [12]. This shows that the bulk
properties of our samples are well understood and as expected.
Upon subtraction of a high-temperature (10 K) background,
however, an additional set of quantum oscillations can be
observed that starts at ∼8 T and continues to high field. These
oscillations have a frequency of 285 T; similar high-frequency
oscillations have been observed in high-mobility nanoflakes
of NbAs [5]. Such a large frequency is not expected to emerge
from the small Fermi surfaces (either measured or calculated)
of TaAs.

The dependence of the 285-T oscillation on field angle
shows clear indications of a two-dimensional Fermi surface.
Figure 3 shows the magnetoresistance as the field is tilted
into the plane of the Hall bar. The derivative of ρxy is plotted
to highlight the high-frequency oscillations. As the field is
tilted into the plane of the device (from the [001] toward
the [100] crystallographic direction), the 285-T frequency is
observed to increase, and the onset of the oscillations moves
to higher field. The frequency can be well fit by a 1/ cos(θ )
angle dependence, the hallmark of a two-dimensional Fermi
surface. The two-dimensional nature of this surface has been
confirmed in multiple devices and along multiple rotation
directions [20].

The temperature dependence of the SdH oscillations is
shown in Figs. 4(a) and 4(b). The amplitude can be fit to the
Lifshitz-Kosevich form to extract the cyclotron effective mass
for the different frequencies. The 7.3-T bulk frequency shows
an effective mass of 0.066me, in close agreement with the
predicted value of 0.065me [12]. The 285-T frequency, on the
other hand, shows a much larger effective mass of 0.5me. This
large mass is explained by a unique surface orbit involving

075402-2



SIGNATURES OF POSSIBLE SURFACE STATES IN TAAS PHYSICAL REVIEW B 102, 075402 (2020)

FIG. 2. A quantum oscillatory frequency in high-mobility TaAs. (a) The longitudinal magnetoresistivity (top) and Hall resistivity (bottom)
of a polished 33-μm Hall bar device at 2 and 10 K with field applied along the [001] direction, normal to the device plane. SdH oscillations
from the bulk Fermi surface are easily distinguishable. (b) The subtracted resistivities from (a). In addition to the bulk SdH oscillations, a
high-frequency oscillation can be observed to start around 8 T with a frequency of 285 T. (c) The resistivity as a function of temperature,
showing metallic behavior and a residual resistivity ratio of 56. Inset: The tetragonal crystal structure of TaAs. Ta atoms are shown in red, and
As atoms are in blue.

the interference of two Fermi arcs on the [001] surface, as
discussed below.

High-field measurements were also performed [Figs. 4(c)
and 4(d)]. Interestingly, the frequency spectrum of the high-
field oscillations appears to show a splitting [Fig. 4(d)]. Below
14 T, the oscillations appear to be periodic in inverse field with
a frequency of approximately 285 T. Above 13 T, however,
additional peaks emerge, and a beat pattern can be observed.
This beating is responsible for the decrease in the oscillatory
amplitude below approximately 0.1 T−1. At lower fields this
beat is not observable, so the amplitude always increases
with field, as expected for the Lifshitz-Kosevich form [22].

A Fourier transform shows that two distinct frequencies, 287
and 274 T, can be resolved.

We note that our analysis of the quantum oscillatory phe-
nomena is agnostic to their origin, discussion of which is left
to Sec. IV.

B. Absence of oscillations in magnetic torque

Magnetic torque measurements were performed on a sam-
ple of TaAs. A crystal was polished to 33 μm, then cut
into two pieces. One piece was used for magnetotransport
measurements and is shown in Fig. 3. The other was used

FIG. 3. The two-dimensional nature of the high-frequency quantum oscillations. (a) The derivative of the Hall resistivity plotted as a
function of inverse magnetic field at different field angles. As the field is rotated into the plane of the Hall bar, the additional oscillation
increases in frequency and moves to higher field. (b) The angle dependence of the oscillatory frequency shows the 1/ cos(θ ) dependence
characteristic of a two-dimensional cyclotron orbit. Inset: The angle dependence of the low-frequency oscillations is in good agreement with
what has been measured in bulk samples of TaAs [12].
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FIG. 4. Temperature and high field dependence. (a) Tempera-
ture dependence of the SdH oscillations with field along the [001]
direction and a 10 K background subtraction. (b) The oscillatory
amplitudes can be fit to the Lifshitz-Kosevich form to extract the cy-
clotron effective mass. The low-frequency bulk oscillations show an
effective mass of 0.066me, and the high-frequency 285-T oscillations
show a much larger effective mass of 0.5me. (c) The high-frequency
SdH oscillations show an additional structure above 13 T. Beating
of different frequencies, common in multiband systems, causes the
oscillation amplitude to appear to decrease with increasing field.
(d) A Fourier transform shows two frequencies emerging at 274 and
287 T, in close agreement with expectations of DFT (see Fig. 8).

for magnetic torque and is shown in Fig. 5. Although both
samples were cut from the same polished crystal, the transport
device clearly shows the 285-T oscillation and associated
1/ cos(θ ) dispersion. The torque device, on the other hand,
does not show any indication of high-frequency oscillations.

This behavior is consistent with the oscillation originating
from surface states in TaAs. Magnetic torque is sensitive to
the total magnetization and therefore sensitive to the density
of states on the surface of the device, which is small compared
to the bulk. Transport, however, adds contributions of bulk
and surface in parallel. In a parallel conductor model, such
as the one applied in Sec. III C, a large magnetoresistance in
one channel will cause more current to flow through the other
channel, amplifying any changes in the resistance of the
second channel. In this case, the bulk of TaAs is known to have
a large magnetoresistance. This causes more current to flow on
the surface, amplifying any oscillations in the surface resistiv-
ity. This oversampling of the surface states may explain why
the oscillations are observed in transport but not torque.

C. Thickness-dependent measurements

In order to isolate whether the surface is playing a
significant role in the transport, we studied the thickness

FIG. 5. The magnetic torque measured on a sample cut from the
same crystal that was used in Fig. 3. There is no indication of the
285-T oscillation as field is rotated from the [001] axis to the [100]
axis.

dependence of a single sample. A Hall bar device was sequen-
tially polished to thicknesses of 272, 130, 43, and 14 μm. The
magnetoresistivity exhibits a strong thickness dependence in
both the resistivity and Hall channels, shown in Fig. 6, which
immediately suggests there may be a surface contribution to
the total conductance of the sample.

The complicated thickness dependence can be quantita-
tively understood using a parallel-channel model incorporat-
ing both bulk and surface contributions to the conductance.
The conductivity tensor of each Fermi pocket (bulk electrons,
bulk holes, surface electrons, and surface holes) is assumed to
take the semiclassical form, given by

σ = n|e|μ
1 + (μB)2

[
1 ±μB

∓μB 1

]
,

where n is the carrier density, e is the electron charge, μ is the
carrier mobility, B is the applied magnetic field, and ± are for
holes and electrons. We assume a partially compensated bulk
consistent with what has been measured in TaAs by quantum
oscillations and predicted by DFT with a Lifshitz-Kosevich
oscillatory term added to simulate the 7.3-T oscillations of the
W1 pocket [12,21,22]. The difference in scaling between the
surface and bulk, stemming from their dimensionality, leads
to a systematic change in the net carrier concentration as the
sample is thinned, causing the Hall resistivity to decrease with
sample thickness. This, in turn, changes the proportion of
the current carried by the surface, leading to the complicated
thickness dependence of the longitudinal magnetoresistance.
Although this is a minimal model, the calculated resistivities
(insets in Fig. 3) closely reproduce the features of the mea-
sured data using the parameters summarized in Table I.
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FIG. 6. Surface contribution to the conductivity. (a) Longitudinal and (b) Hall resistivities show a nontrivial thickness dependence.
Resistivities were calculated using bulk geometrical factors. For a purely bulk conductivity, this would cause the curves to collapse. In
addition, the SdH oscillations in the transverse magnetoresistivity appear to show a phase inversion between the 14 μm/43 μm devices and
130 μm/272 μm devices. Insets: The thickness dependence can be well modeled with a parallel-channel conductance model incorporating
both surface and bulk contributions into device resistance. This model captures the overall shape and ordering of the resistivity curves and
the phase inversion of the SdH oscillations. Temperature-dependent resistivities for each device are shown in Ref. [20]. Note field is always
applied perpendicular to the current, so that extrinsic effects like current jetting are negligible.

Interestingly, the model accurately captures a curious fea-
ture in the bulk SdH signal: A phase inversion of the oscil-
lations for thicknesses below 130 μm appearing in the ρxx

channel but not the ρxy channel. The oscillation around 7 T, for
example, appears as a peak in the longitudinal magnetoresis-
tivities of the 272- and 130-μm devices but a trough in the 43-
and 14-μm devices. In contrast, the same oscillation appears
as a peak in the Hall resistivity for all thicknesses. This feature
is well reproduced by the model. We note that a similar
inversion of longitudinal magnetoresistivity oscillations with
respect to the Hall resistivity has been observed in elemental
bismuth and antimony and is understood as a competition
between diagonal and off-diagonal terms of the conductivity
tensor [23,24]. In TaAs, the larger influence of the surface in
thinner devices changes the strength of the Hall conductance
relative to the longitudinal magnetoconductance, leading to a
similar phase inversion.

Our thickness-dependent measurements show that there
is a large surface contribution to the total conductivity. The
surface carrier densities obtained from DFT calculations (de-
scribed in Sec. II; ∼2 × 1015 cm−2 for both electrons and
holes) are consistent with those determined from our simu-
lations of the thickness dependence (∼6 × 1015 cm−2). We
note that the two-dimensional quantum oscillatory frequency
we observe corresponds to ∼7 × 1012 cm−2, accounting for

only a small fraction of the total. Both trivial and topological
(Fermi arc) surface states are present in this material. Most
likely, the trivial states are not sufficiently mobile to allow
coherent cyclotron orbits and associated SdH oscillations,
although they contribute to the overall transport. In addition,
as we argue below, the 285-T frequency likely arises from the
difference of two Fermi surfaces and therefore will always
appear to be smaller than the true Fermi surface.

We emphasize that that the parallel-channel model is un-
derdetermined. To limit the number of free parameters, we
have fixed bulk carrier densities to be consistent with known
values [12] and have fixed the surface density and mobility to
be constant as a function of thickness. The latter assumption
is almost certainly inaccurate—given the aggressive nature
of the polishing, there is good reason to believe that the
surface parameters vary after each polishing step. Thus, the
parallel-channel model establishes only that the presence of a
surface channel of conduction is highly plausible, but the ex-
act surface parameters given in Table I are probably accurate
to only an order of magnitude.

Additionally, the surface oscillations show a complicated
dependence on device thickness. In general, one would expect
the surface oscillations to systematically grow in amplitude as
the device thickness is reduced. This would be the case if all
other material parameters were held constant. Unfortunately,

TABLE I. Parameters used to model the surface contribution to the conductivity of TaAs. Note that our model assumes the surface
parameters are constant as a function of thickness (after each polishing step) and should therefore be considered to be only approximate.

Electron Hole
Electron density Hole density mobility (cm2/V s) mobility (cm2/V s)

Bulk 6.9 × 1018 cm−3 6.2 × 1018 cm−3 100 000 30 000
Surface 5.6 × 1015 cm−2 6.1 × 1015 cm−2 570 600
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FIG. 7. (a) The thickness dependence of the 285-T oscillation appears to be nonmonotonic in device thickness. This may be the result of
damaging the surface and reducing surface carrier mobility with subsequent polishing steps. (b) The bulk oscillations start at approximately
the same field regardless of device thickness, indicating that the bulk mobility does not change significantly.

the methods used to polish the crystals are quite aggressive
and involve mechanical abrasion, solvents, and multiple heat-
ing steps. As a result, surface disorder is likely being increased
with every polishing step. This leads to a nonmonotonic
dependence of the surface oscillations on device thickness, as
shown in Fig. 7(a). For reference, the thickness dependence
of the bulk oscillations is shown in Fig. 7(b). The oscillations
begin at approximately the same field value regardless of
sample thickness, indicating that the bulk mobility is not
being changed by the polishing process. The fact that the
low-frequency and high-frequency oscillations do not track
with each other is evidence of their distinct origins, namely,
the bulk and surface of the crystal.

D. Impurity considerations

Here, we consider the possibility that impurity phases in
TaAs might lead to the observed high-frequency oscillations.
The most likely impurity phases are elemental tantalum, ele-
mental arsenic, and the binary compound TaAs2. All three can
be eliminated as the source of the observed oscillations: The
known SdH frequencies are far from 285 T, their symmetries
are inconsistent with the observed angle dependence, and
they have effective masses that disagree with our observations
[25–27].

Elemental tantalum shows quantum oscillations at much
higher frequencies than what is observed in TaAs; the oscil-
lations are higher than 2700 T for all field directions [25].
Tantalum can therefore be eliminated as the cause of the
additional oscillations observed in TaAs.

Elemental arsenic, on the other hand, shows oscillations
at much lower frequencies than tantalum [26]. The α and
β Fermi surfaces both show oscillations at 285 T. However,
there are three reasons why these surfaces can be eliminated as
the cause of the oscillations observed. First, although arsenic
shows oscillations at 285 T, it does so only for certain field
angles. Both the α and β pockets have minima below 285 T,
at 149 and 213 T, respectively. During extensive rotations
of the field along different directions of the TaAs devices,
the frequency of the oscillation was never found to drop
below 285 T, incompatible with the arsenic Fermi pockets.
Moreover, arsenic has a sixfold rotational symmetry in the x
plane. This sixfold symmetry was not observed in the angle
dependence of any of the TaAs devices, even for orthogonal
rotation directions (see Ref. [20]). Last, the effective mass of
the 285-T oscillations was measured to be 0.5me [see Figs 4(a)
and 4(b)], much higher than the α and β pockets of arsenic at
0.098me and 0.13me, respectively.

TaAs2 also shows pronounced quantum oscillations from
two principal pockets [27]. Like arsenic, however, these
oscillations have minima significantly lower than the 285-
T frequency observed. The α and β pockets are found to
have frequencies of 104 and 130 T with field along the
[001] axis, decreasing to 100 and 50 T, respectively, with
rotation into the a-c plane. Moreover, the effective masses
in TaAs2 are found to be much lower than what was mea-
sured for the 285-T oscillation in TaAs, at 0.083me and
0.078me. The appearance of one of these impurity phases
on the surface, say, due to our polishing procedure, can
similarly be ruled out. Moreover, extensive energy-dispersive
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X-ray spectroscopy (EDX) did not show deviations from
TaAs stoichiometry, suggesting intrusive surface phases are
absent.

Another impurity possibility is the presence of small do-
mains of a hexagonal structural phase of TaAs, which has
been predicted to exist under pressure [28]. Although our
samples are not measured under pressure, it is possible that
the high-pressure phase could be stabilized as an impurity.
The bulk Fermi surface of the hexagonal phase is predicted
to consist of rings located at the K points. The cross-sectional
area of these rings is found to correspond to a frequency of
approximately 100 T, well below the minimum frequency we
observe. Additionally, the sixfold symmetry expected for a
hexagonal system is not observed.

It has been reported that planar defects, primarily in
the form of stacking faults, can occur in crystals of TaAs
[29]. Band structure calculations show these defects primar-
ily change the location of the Fermi energy, appearing as
an effective doping. The measured bulk quantum oscillation
spectrum in our samples, however, agrees with what has been
observed in the literature, implying that the Fermi energy in
our materials is not significantly different from those mea-
sured previously. Moreover, one would expect defects, such as
stacking faults, to be evenly distributed throughout the crystal.
This would not result in a systematic thickness dependence of
the magnetotransport, as observed in our Hall bar devices (see
Fig. 6).

Finally, we note that the behavior of the 285-T frequency
is very similar to the high-frequency oscillations (F ∼ 400 T)
recently reported in NbAs [5], which are also strongly two-
dimensional. This suggests the frequencies have the same
intrinsic origin.

IV. DISCUSSION

Previous ARPES studies together with our DFT calcula-
tions can help elucidate the origin of the surface oscillations
[8]. Figure 8 shows a schematic of the electronic surface struc-
ture of the [001] As-terminated surface of TaAs. Although
Weyl orbits involving individual Fermi arcs and traversing the
bulk, as observed in Cd3As2, would be a natural explanation
of the oscillations that we detect, the expected frequencies
would be much higher than observed [2]. Moreover, coher-
ent orbits from Fermi arcs on opposite surfaces require the
traversal of the bulk, and since our samples are significantly
thicker than the quantum mean free path (λ ∼ 0.1 μm), it
seems highly unlikely that coherent orbits of this sort can
form [30].

However, one orbit that matches our observations corre-
sponds to the cyclotron path connecting two different Fermi
arcs on a single surface, as illustrated in Fig. 8. Such an orbit
involves an interband transition from one arc to another, a
process known as magnetic breakdown that is observed in
materials with nearly degenerate bands near the Fermi energy
[22,31,32]. What is especially unusual about this orbit is that
it is semiclassically forbidden; it involves electrons traveling
opposite to the Lorentz force along one of the arcs. Such orbits
are known to appear by Stark interference, the interference of
two coherent cyclotron trajectories, and have been observed
in magnesium and certain organic superconductors [33–35].

FIG. 8. Theoretical expectations of the quantum interference or-
bits. DFT calculation of the [001] Fermi surface of TaAs showing
both trivial and Fermi arc surface states. The interference orbit
between two Fermi arcs on the same surface is highlighted in orange.
The area enclosed agrees closely with the SdH oscillation frequency
observed in transport. The orbit near X is 7% larger than the
equivalent orbit near Y , in remarkable agreement with the frequency
splitting we observe at high field [Fig. 4(d)].

In essence, the quantum-mechanical phase of the particles
interferes as they are transmitted and reflected at the junctions
where the arcs terminate.

To see that interference orbits can lead to quantum oscil-
lations, consider a particle at position A in Fig. 8, at the left
junction of the two arcs. If the particle travels to position B
along the top or bottom arc, it will pick up an Aharonov-Bohm
phase from the field enclosed by the associated real-space
trajectory, φ = e

h̄

∫
A · dl , where A is the vector potential. The

phase difference between the two paths leads to interference
of the wave function where the paths rejoin at point B. As
a result, the total probability amplitude will be of the form
T ∼ cos(φtop − φbottom ) = cos( e

h̄

∮
A · dl ), where the integral

is over the real-space path enclosed by the two Fermi arcs.
By Stokes’s theorem, this path integral can be converted to

a surface integral over the area enclosed, and the real-space
area Ar can be converted into a k-space area Ak by Ak =
( eB

h̄ )2Ar . Therefore, as a result of the quantum interference of
the paths, the probability amplitude becomes T ∼ cos( h̄Ak

eB ).
This is of the exact same form as SdH oscillations with
a frequency F = h̄Ak

2πe , where Ak is now the area enclosed
between the two Fermi arcs. A more detailed derivation is
available in [36].

Ak estimated from ARPES measurements (Ak ∼
0.026 Å−2) is consistent with our DFT calculations and
corresponds to a frequency of 277 T, in close agreement
with the observed 285 T [8]. This places the Fermi level
at about ∼60 meV below EF , even though the bulk Fermi
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energy is ∼6 meV [12]. The difference can be explained by
trivial band-bending effects at the surface, consistent with
previous DFT calculations of the Fermi surface reported
in [37,38]. Additionally, from different energy cuts, the
cyclotron effective mass can be estimated by m∗ = h̄2

2π
∂Ak
∂ε

and
is found to be approximately 0.4me, in reasonable agreement
with the observed effective mass of 0.5me. Given that no
other surface or bulk states of TaAs, let alone known impurity
phases, have masses close to this value, this agreement is
strong verification that the observed frequency arises from the
quantum interference of the Fermi arcs.

The observation of two distinct frequencies at high field
also helps identify the origin as a Fermi arc interference
orbit. The [001] surface of TaAs breaks the fourfold rotational
symmetry of the crystal. As a result, the surface band structure
does not have to be the same in the X and Y directions. In
fact, the Fermi arcs connecting the W2 Weyl nodes are found
to differ slightly in both DFT calculations and ARPES mea-
surements [8]. This difference leads to an approximately 7%
change in the area enclosed by the two quantum interference
orbits, very close to the 5% splitting of the SdH frequencies
observed in the present study.

Surface signatures of the Fermi arcs in Weyl and Dirac
semimetals have proven to be extraordinarily difficult to de-
tect, let alone find evidence of coherent orbits among them.
The only system in which such orbits have been observed
is Cd3As2, where the samples lend themselves to microfab-
rication techniques, allowing device thicknesses to approach
the bulk mean free path. In TaAs, observation of these arcs
is much more complicated; not only are there many more arcs
that intersect in complex ways, but the material chemistry pre-
vents the same microfabrication techniques from being used
without significantly altering the surface [39]. In the present

work, we have studied mechanically polished samples and
revealed a SdH oscillation that sustains electron coherence
along a cyclotron orbit. This orbit cannot be explained by any
bulk Fermi surface or likely impurity phase. Using DFT cal-
culations we have shown that this orbit quantitatively agrees
with a cyclotron path involving the quantum interference of
two Fermi arcs on the same surface. Interestingly, similar
frequencies have been observed from surface states in high-
mobility microflakes of NbAs, and even though cyclotron
orbits in these flakes have comparably lighter masses, it
would be interesting to see whether these orbits are consistent
with this scenario [5]. These observations demonstrate that
there are exciting possibilities not only to reveal the transport
behavior of the Fermi arcs in high magnetic fields but to utilize
field-driven interferometry as a means to study and employ
their topological properties.
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